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What is new with the 20 October announcement?
EMC is making more information availble on the high bandwidth and high capacity solutions previousely announced. EMC is also introducing the VNX5500-F unified stroage Flash array.
The VNX500-F is a Flash configuration for the VNX5500 unified storage system. The VNX5500-F has a starter configuration with 2 or 4 TB of Flash (based on 100 GB or 200 GB 2.5" SSDs) in a single drive base. By adding additional flash drives, the VNX5500-F can scale to 49 TB of flash capacity.
What was announced last May?
EMC announced new VNX functionality as well as updates to existing functionality.
New functionality for the VNX series includes:
VNX integration with Google Search Appliance (via integration with VNX Event Enabler). Available in Q3 will be the VNX integration with the Google Search Appliance (GSA) that provides more up-to-date search results of a customer’s intranet. 
Multi domain support: Available in Q3, Unisphere domain support will allow management of multiple VNX, CLARiiON and Celerra systems from a single pane of glass. It also allows customers to manage VNX based MirrorView configurations with the Unisphere user interface.
Additional VMware support: This includes VMware API for Storage Awareness (VASA) and additional VMware vStorage APIs for Array Integration (VAAI) support. VASA is a VMware-defined API to obtain and display basic storage information through vCenter (Arrays, Storage Processors, LUNS, and File Systems). VASA support is targeted for mid 2011. VAAI support for NFS improves performance for VMware over NAS deployments by leveraging more efficient array-based operations. This is targeted for Q4.
Replicator incremental attach: This simplifies adding a VNX platform into an existing Celerra replication environments, particularly in tech “refresh” opportunities or disaster recovery scenarios. Availabile in Q3
Optimization in Automate Volume Management (AVM) and updates to Unisphere for improved ease-of-use when provisioning file configurations on Virtual Pools
Dense configuration: Targeted for Q4, the VNX5500, VNX5700 and VNX7500 will be orderable in a new dense rack option (44” depth v. 39” depth of current EMC 40U cabinet) that supports a 60 drive high density disk array enclosure (DAE) – upgrades to these platforms are expected later. These new dense DAEs support up to 60 3.5” SSD, 10K SAS and Near Line SAS (NL-SAS) drives (including the new 900GB and 3TB drives) and are loaded from the top (vs front loading for our traditional DAEs). The 60 drive dense DAEs are 4U in height and are only supported in the new EMC dense racks. The VNX series dense option is ideal for customers who are constrained with, or pay a premium for, data center floor space. The expectation is also that they will tend to be utilized with mostly high capacity drives. For example, a block-only VNX5700 with 480 3.5” drives requiring 32 15x3.5” drive 3U DAEs mounted in 3 40U racks will be able to fit into a single dense rack using 8 of the new 60x3.5” drive DAEs.
High bandwidth: The VNX series is well suited for high bandwidth applications. Applications like Oracle and SQL data warehousing, video surveillance, decision support systems (DSS), backup processing or rich media applications. The VNX high bandwidth message gets further enhanced with a new VNX5500 high bandwidth option, delivering up to 50 percent increase in bandwidth via FC host connection, for block applications, available for order in Q4 – with upgrades available later. In order to achieve this, the VNX5500 will allow you to add a four port 6 Gb/s four lane SAS UltraFlex I/O module pair to increase the number of backend buses from two to six. This option would increase available bandwidth by up to 50 percent (with a good $/MB/s) and is targeted at block applications where bandwidth is at a premium.
New drives supported: With the May Direct Express and Channel Express releases, you can now order 3.5” 1 TB 7.2 rpm NL-SAS drives for the VNX series and in late Q3 the VNX series will also support 2.5” 100 GB and 200 GB flash drives for use in 25 drive disk processor enclosures (DPE) and disk array enclosures (DAE). In Q4 VNX will support new 3.5" SAS 900GB 10K drives and Near-Line SAS 3TB 7.2K drives. Upgrades for these new drives will be available later. Near-line SAS-based Vault drive packs will be orderable for VNX5100, VNX5300, and VNX5500. Also, NEBS Flash and rotating drives (except for Near Line SAS) will be orderable for AC powered VNX systems. 
Upgrades: With the May Direct Express and Channel Express releases, post-install upgrades are available i.e. ability to add conventional drive/disk array enclosure (2.5” and 3.5”), X-Blade/Data Mover Enclosure, X-Blade and array UltraFlex I/O modules, and additional software. When the new dense 60 drive DAE becomes available later in Q4, you will not be able to add it to a standard 19” rack as it requires the new EMC dense rack. Note that there is now a service charge for these upgrades that will now be charged.
Unified conversions: In Q3, converting a file or block only configurations to unified will be available. These conversions will require EMC Global Services implementations.
Other: DC-powered NEBS block only VNX5100, VNX5300, and VNX5500 platforms will be orderable in early Q3. And planned for late Q3 is the VG2 and VG8 support for VMAXe.
New functionality for the VNXe series includes:
New drives supported: In Q3, the VNXe3300 will support 100 GB flash drives and the 1 TB Near-line SAS drives. 
Increased memory option and upgrades: A VNXe3100 dual storage processor configuration can now ship with either 4 GB or 8 GB memory per controller. The VNXe3100 model with 4 GB of system memory per controller can be upgraded with 4 GB additional memory – 8 GB memory is only supported on dual control systems. Single controller VNXe3100 platforms can now also be upgraded to support dual controllers.
Other: VNXe series is now qualified with Avamar for three-way NDMP backup. The VNXe3300 is now available with DC power NEBS support. EMC Storage Integrator (ESI) v1.2 support.
Common to both VNX and VNXe series:
EMC Storage Integrator (ESI) v1.2 support: ESI is a set of free plug-ins, with the first two plug-ins namely EMC Storage Integrator for Windows and EMC Storage Integrator for SharePoint targeted at Windows and Microsoft SharePoint application administrators. It will be implemented as a Microsoft Management Consol (MMC) snap-in and will provide the ability to provision storage for Windows (block and file) and a SharePoint site with support for other applications in future releases. In Q3 it will support the EMC VNX and EMC VNXe platforms. More information will be forth coming when the ESI is made available.
What did EMC announce in January for unified storage?
In January 2011, EMC announced the VNX family of products and supporting software. The VNX family is a new brand of unified products targeted at entry- and midtier-level customers. The VNX family consists of two product series—VNX and VNXe.
The VNX series is EMC’s next generation of midtier products, unifying Celerra (NS) and CLARiiON (CX4) into a single product brand and extending all the Celerra and CLARiiON value to VNX series customers. It is targeted at the midtier to enterprise storage environments that require advanced features, flexibility, and configurability. The VNX series provides significant advancements in efficiency, simplicity, and performance. New benefits of the VNX series include:
Support for file (CIFS and NFS), block (Fibre Channel, iSCSI, and Fibre Channel over Ethernet), and object
Simple conversions when starting with a VNX series block-only system and simply adding file services or starting with a file-only system and adding block services. This will be available in early Q3. Note: Global Service engagements will be required , with customers being able to do the conversions themselves at a later time.
Support for both block and file automated tiering with Fully Automated Storage Tiering with Virtual Pools (FAST VP)
Unified replication with RecoverPoint support for both file and block data. 
Updated unified management with Unisphere now delivers a more cohesive, unified user experience. See “Frequently Asked Questions: EMC Unisphere“ on Powerlink for details.
Allowing each X-Blade to support up to 256 TB (besides the VNX5300, which will support up to 200 TB)
The VNXe series is a new offering that opens up incremental market opportunity for EMC and is designed for and targeted toward small-to medium-size businesses (SMB), commercial customers, remote office/
branch office (ROBO), departmental/branch offices, or for customers who are IT generalists—smaller environments with limited storage expertise. 
This series will enable complete storage consolidation by offering users advanced file and block functionality with a simple, application-driven approach to managing shared storage. The VNXe series provides significant advancements in efficiency, simplicity, and affordability. Benefits of the VNXe series include:
Support for file (CIFS and NFS) and block (iSCSI)
Local and remote protection
Application-aware storage (including application-focused provisioning)
New Unisphere for simplified management
The VNX family also introduces new hardware and software licensing and packaging that:
Simplifies the way hardware components are licensed and packaged, making it easier to understand and sell more competitively.
Simplifies the way software features are offered by introducing a small number of software suites and packs.
For more information, review the article “Announcing the EMC VNX Family: Next-Generation Unified Storage Optimized for Virtual Applications” on Powerlink.
What models comprise the VNX family, and what products do they replace?
EMC’s new VNX family is comprised of two series:
VNX series for the middle to high-end of the midrange market (5000 class and 7000 class)
VNXe series for the entry level to mid-market (3000 class)
The table below outlines the VNX family and the current model that each VNX series replaces. 
	Family
	Series
	Class
	Model Name
	Current Product

	VNX family
	VNX series
	Gateway
	VNX VG8
VNX VG2
	Celerra VG8
Celerra VG2

	
	
	7000
	VNX7500
	CX4-960 and NS-960

	
	
	5000
	VNX5700
VNX5500
VNX5300
VNX5100
	CX4-480 and NS-480
CX4-240 and NS-480
CX4-120 and NS-120
CX4-120 and AX4 

	
	VNXe series
	3000
	VNXe3300
VNXe3100
	CX4-120 and NS-120 and AX4 (iSCSI) and NX4



Why did EMC introduce a new naming convention for the VNX family?
With the introduction of the VNX family, EMC has made significant innovations in both the entry level and high end of the midrange market. A series-based naming scheme (VNXe series and VNX series) clearly describes the unique benefits each series brings to their respective market segments.
It is important to note that while each series delivers leading-edge features for their respective markets, they share many similar attributes, such as:
Common management with Unisphere 
Rock-solid platform
High availability
Basic efficiency services
The classes (3000, 5000, and 7000) allow EMC to position VNX offerings within the context of entry level, midtier, and high-end markets. The key attributes and use case for each class are highlighted in the table below:
	Class
	Model Name
	Product Attribute
	Use Case

	7000
	VNX7500
	Maximum performance
Maximum scale
Maximum connectivity
Maximum capacity optimization
Maximum efficiencies
Flash-optimized
	Large-scale consolidation 
Virtualized Tier 1 applications
Mixed workloads 
Multi-application
High-performance applications 

	5000
	VNX5700
VNX5500
VNX5300
VNX5100
	Balanced performance
High-capacity scaling
High-capacity optimization
Efficiency services*
Flash-optimized*
Upgrades to larger platforms
	Enterprise applications
(Oracle, email, SAP) 
Storage consolidation
Server virtualization
Advanced storage tiering 
Data protection

	3000
	VNXe3300
VNXe3100
	Application-aware provisioning wizards
Online ecosystem
Small form factor (2U–3U)
	Basic consolidation
Microsoft applications
Entry server virtualization
Remote branch oOffice
IP-only infrastructure


* VNX5100 supports FAST Cache and does not support compression or FAST VP.

The physical drive count was removed from the name for three reasons:
With the advent of virtualization and increased drive capacities, the number of physical drive units has less significance. There are other important attributes to consider in describing a system’s ability to scale, such as performance, I/O connectivity, I/O throughput, bandwidth, etc.
The VNX family offers multiple disk array enclosures (DAEs), which result in a different number of physical drives within a single model.
EMC can now increase the number of drives in a system without having to end-of-life one model and introduce an entirely new one, which translates into investment protection for EMC customers.
In general what are the main difference between the VNXe series and the VNX series?
Here is a chanrt gives a good snapshot of the differences. 
	VNXe—Integrated Unified
	VNX—Modular Unified

	Target User: IT Generalist
	Target User: Storage Administrator

	IP host-attach
	IP and FC host-attach

	IP multi-protocol (NFS/CIFS/ iSCSI)
	Full multi-protocol (NFS/CIFS/iSCSI/FC/FCoE)

	Performance
Up to 1,000 users (mixed workload*)
Up to 3,000 Exchange users (dedicated)
	Performance
>1,000 users (mixed workload*)
>3,000 Exchange users (dedicated)

	Application-aware management for the storage novice
	Storage-focused management for the storage expert

	Automated advanced feature:
Best-practice provisioning, thin provisioning, local/remote protection
All implemented at the “click of a mouse”
	Tuneable advanced features:                                    
Fast VP, FAST Cache, RAID Groups, Multi-box mgmt, thin provisioning, local/remote protection
Requires storage knowledge

	2u - 3u, integrated unified design with a dense form factor 
	4u-7u, modular unified X-Blade design for independent performance/capacity scaling 


* MSFT Exchange, MSFT SQL Server and NAS (NFS/or CIFS) loads. 
More information can be found in the Powerlink posted article entitled “How to Position the EMC VNXe Series”, url: How to Position the EMC VNXe Series.
What does the “e” in VNXe series stand for?
The “e” is not a descriptor for anything in particular. However, where applicable, one could associate it with the terms easy, entry-level, or efficient. By not associating the “e” with a single word, EMC can avoid attaching one specific attribute and thereby enjoy greater positioning flexibility.
Is the new VNX family based on the CLARiiON or Celerra platforms?
The VNX family is based on both the CLARiiON and Celerra platforms. EMC has been moving toward a single midtier product strategy for several years, paving the way for the introduction of the VNX family. 
The VNX series follows a modular unified approach, having separate storage processors of varying capacities and performance, scalable 
X-Blades, and single or dual Control Stations across the series. The VNX Operating Environment is also based on both FLARE 30 and DART 6 (VNX Operating Environment for Block version 31 and VNX Operating Environment for File version 7, respectively), combining the current benefits of both CLARiiON and Celerra, along with the introduction of new functionality. 
The VNXe series follows an integrated unified approach based on the integration of FLARE and DART operating environments onto new multi-core Intel chips, eliminating the need for extra components (X-Blades and Control Stations) and associated rack space, cabling, and footprint including power, cooling, and complexity.
Note: Although the VNX family is based on technology from CLARiiON and Celerra, it has its own new operating system with its own features and functionalities. When discussing VNX you should not be referring to the Flare/DART and CLARiiON/Celerra feature/functionalities.
Will the CLARiiON and Celerra platforms continue to be offered?
Yes, the current CLARiiON CX4 series and Celerra NS integrated platforms will continue to be offered until the end-of-life of these platforms on December 31, 2011. The VNX series is the unification of next-generation CLARiiON and Celerra technology, and therefore there will be no need to offer individual CLARiiON and Celerra platforms. With the VNX series, customers get the best of both product lines—with block only, file only, or unified—in a single, multiprotocol offering.
As with most End-Of-Life programs, EMC will continue to offer upgrades , including Fibre Channel disk, I/O, and software upgrades, for some time after the End-Of-Life date.

For more information, see the CLARiiON CX4 and Celerra NS Platforms to Go End-Of-Life on December 31 article at http://powerlink.emc.com/km/live1/en_US/Offering_Basics/Articles_and_Announcements/CLARiiON_CX4_Celerra_NS_EOL.docx.

Will CLARiiON and Celerra support the new features being delivered with the VNX Operating Environment for Block version 31 and VNX Operating Environment for File version 7 respectively?
No, the new features delivered with VNX Operating Environment for Block version 31 and VNX Operating Environment for File version 7 will not be back ported to CLARiiON and Celerra.
With the May announcement, when will the new functionality be orderable through Direct Express and Channel Express? When will they be generally available?
The new features/functionality being announced are expected to be in Direct Express and Channel Express at various different times:
Upgrades to existing deployments are available in Direct Express and Channel Express publication
The new 3.5” 1 TB 7.2 rpm drive is expected in May – and upgrading with the 1 TB drive is expected later
Following current best practices, it is recommend 7.2K rpm NL-SAS drives only be configured in RAID 6 mode. This is true for all drives equal to or greater than 1 TB.
When 15K rpm SAS or 7.2K rpm NL-SAS (near-line serial-attached SCSI) is required, you will need to position 15-drive DAEs/DPEs with 3.5” drives.
The 2.5” 100 GB and 200 GB flash drives (including support for FAST cache) are available (Q3) - and upgrading with the 2.5” flash drives is expected later
NEBS drives for AC-powered VNX platforms will be orderable in May
The high bandwidth option for the VNX5500 is expected in Q4
Unified upgrades / enablement i.e. going from a block or file only to a unified is available (Q3)
The new 44” dense rack with the new 60 drive dense DAEs is expected to be available in Q4 – with upgrades later 
3.5” 100 GB flash drives and 1TB NL-SAS drives is available for the VNXe3300 (Q3) – there are currently no plans for flash drives on the VNXe3100.
Who can sell the VNX family of platforms?
The VNXe series products have been specifically designed to be “channel friendly,” and the expectation is that channel partners will lead the sales process. The VNX series will be sold by the direct sales force and channel partners.
What are the main hardware differences between the VNXe series and VNX series, and when should I position one over the other?
It’s important to remember that both the VNX series and the VNXe series are part of a single VNX family brand. However, their differences are highlighted in the table below: 
	
	VNXe
3100
	VNXe
3300
	VNX
5100
	VNX
5300
	VNX
5500
	VNX
5700
	VNX
7500

	Minimum form factor
	2U
	3U
	4U
	4U–7U
	4U–7U
	5U–8U
	5U–8U

	Maximum drives
	48 (single Storage Processor) 96 (dual Storage Processors)
	120
	75***
	125****
	250****
	500***
	1000***

	Drive types
	3.5”100 GB flash(VNXe3300 only
3.5” 300 GB and 600 GB 15K rpm SAS
3.5” 1 TB and 2 TB 7.2K rpm NL-SAS 
	3.5” and 2.5”*** 100 GB and 200 GB Flash
3.5” 300 GB and 600 GB 15K or 10K* rpm SAS
3.5” 1 TB, 2 TB and 3 TB 7.2K rpm NL-SAS
2.5” 300 GB, 600 GB and 900 GB 10K SAS

	File
	Configurable I/O slots per 
X-Blade
	Integrated; see block below
	N/A
	3
	4
	4
	5

	
	X-Blades
	
	N/A
	1 or 2
	1, 2, or 3
	2, 3, or 4
	2–8

	
	System memory
	
	N/A
	6 GB/
blade
	12 GB/
blade
	12 GB/
blade
	24 GB/
blade

	
	Protocol 
	NFS, CIFS
	N/A
	NFS (including parallel-NFS, i.e., pNFS), CIFS, Multi-Path File System (MPFS)

	Block
	Configurable I/O slots per storage processor*
	1
	1
	N/A
	2
	2
	5
	5

	
	Embedded I/O ports per storage processor
	1 SAS ports + 2 Gigabit
Ethernet ports
	1 SAS ports + 4 Gigabit Ethernet ports
	4 Fibre Channel ports + 
2 back-end SAS ports
	0
	0

	
	Storage processors
	1 or 2
	2
	2

	
	System memory 
per storage processor
	4 GB or
 8 GB
	12 GB
	4 GB
	8 GB
	12 GB
	18 GB
	24 GB

	
	Protocols
	iSCSI
	Fibre Channel
	Fibre Channel, iSCSI, 
Fibre Channel over Ethernet


*The 10K drives are 2.5” drives in 3.5” carriers.
** For the VNX series, there is a limit on the total number of iSCSI ports of eight per storage processor (regardless of speed) and now each X-Blade can support up to 256 TB (besides the VNX5300, which will support up to 200 TB per X-Blade.)
*** Dependent on 2.5” drives
Note: There are differences in what software suites/packs are offered with each model. See the VNX series and VNXe series licensing and packaging sections below.
Additionally, it is important to position the solution that best meets your customer’s requirements. 
Lead with the VNX series:
In enterprise and larger commercial accounts
When the customer is seeking a high-performing, highly flexible, and scalable solution that supports file, block, and/or object
When advanced storage efficiencies like FAST VP and FAST Cache are required; when compliance is required; or when there is a price point, capacity point, and/or performance point that matches that of the VNX series
Lead with the VNXe series:
In small-to-medium-size businesses, commercial, and enterprise accounts when a customer is looking for a remote office/branch office or a departmental/branch office solution, or when there is a need for a storage solution with vertical application integration
When the customer has a requirement for Internet Protocol (IP) (NAS and/or iSCSI) connectivity only
When the customer has limited storage expertise—IT generalist
When there is a price point, capacity point, and/or performance point that matches that of the VNXe series
How will software be made available for the VNX family?
For the VNX family, individual software products (e.g., MirrorView, Celerra Replicator, etc.) will no longer be sold as stand-alone software titles. Instead, software suites (bundles of software products) and software packages (groups of suites) will be sold. However, Cloud Tiering Appliance will continue to be sold as a stand-alone product. FAST VP and FAST Cache technologies for the VNX series will also be sold as stand-alone products. Refer to the licensing and packaging sections for the VNXe series and VNX series for more information.
Is an operating environment license now required for the VNX family?
Yes. An operating environment license is included as part of the base software or management software, with every new VNX or VNXe series system sold. It will be added by default to every new and upgrade order in Direct Express and Channel Express.
How should I explain the flat-per-TB license fee charge to customers?
The flat-per-TB license fee is only applicable to the VNX5500, VNX5700 and VNX7500. In these platforms, customers do not pay more for the VNX. Hardware prices were lowered to accommodate this change. The operating environment price had been bundled into the price of CLARiiON CX4/AX4, Celerra NS/NX4, and earlier systems. With VNX and VNXe series, the operating environment is now included with either the base software or management application, and is required to enable the capabilities of the VNX or VNXe array. This change aligns with industry standards for licensing operating systems and element managers.
How is the operating environment licensed on VNX family platforms?
For the VNXe and VNX series, the VNX Operating Environment is included with the base software or Unisphere licenses respectively. For the VNX5500, VNX5700, and VNX7500, there is also and additional flat-per-TB license fee. 
Here is a summary of what will appear on orders for the VNX Operating Environment:
VNXe3100 and 3300
Unisphere including VNX Operating Environment
VNX5100
Unisphere for Block, including VNX Operating Environment for Block 
VNX5300, VNX5500, VNX5700, and VNX7500
Unisphere for File, Unisphere for Block, Unisphere for Unified—including VNX Operating Environment for File and/or Block 
VNX5500, VNX5700, and VNX7500
Number of terabytes in NL-SAS drives times capacity multiplier for the operating environment 
Number of terabytes in SAS drives or Flash drives times performance multiplier for the operating environment 
Note: The VNXe series requires an electronic license to operate. The Configuration Wizard will help your customer obtain and install the license key. 
With respect to the flat-per-TB license fee: The operating environment price had been bundled into the price of CLARiiON CX4/AX4, Celerra NS/NX4, and earlier systems. With VNX and VNXe series, the operating environment is now included with either the base software or management application, and is required to enable the capabilities of the VNX or VNXe array.
For more information on the licensing and pricing consult the EMC VNX Family Software Packaging document on Powerlink
What is the difference in available drives, and how does that impact the sales order?
Drives used on the VNX5500, VNX5700, and VNX7500 will require a flat-per-TB license fee. Drives used on the VNXe series or a VNX5100 or VNX5300 will not require this flat-per-TB fee. The quality of the drives is identical, although a drive that is intended for a lower-class system (e.g. VNX3100) cannot be run in a high-end system (e.g., VNX5700).
Note: The VNX series supports 3.5” Flash, SAS, and NL-SAS drives; and 2.5” flash and SAS drives. The VNXe series supports only 3.5” SAS and NL-SAS drives, although the VNX3300 also supports the 3.5” flash drive. Flash drives are the highest-performing drives, SAS drives are high performing drives while NL-SAS drives are the highest-capacity drives.
Are there AC NEBS and DC NEBS versions available?
The VNX series is AC NEBS compliant. VNX5100, VNX5300, and VNX5500 DC NEBS compliant versions, for block only, are available (Q3). 
The VNXe3300 is AC NEBS compliant. A NEBS DC power option and NEBS drives are available for the VNXe3300 beginning in Q3. DC power and NEBS compliance are not currently planned for the VNXe3100. 
Are the new platforms ENERGY STAR certified?
As of this date, the specification for the Environment Protection Agency’s (EPA) ENERGY STAR program for storage servers has not been issued. However, the VNX family was designed with energy efficiency in mind and the components employ high-efficiency power supplies and facilitate power and temperature queries through Unisphere. This information allows customers to monitor power consumption in order to evaluate their needs and costs.
Are the new VNX platforms common criteria certified?
Both VNX and VNXe are common criteria certificatified. Common criteria certification is a major requirement for federal sales as well as being advantageous when selling to government agencies in other countries. Certification will not be complete until the middle of the year, but as long as we have passed certain milestones in the process, the products can be listed on the test lab’s website as being in evaluation. Being on this list allows you to make the claim that Common Criteria certification is imminent and is therefore not a barrier to sales.
Common criteria certification means that the products have successfully been tested by an independent and accredited evaluation laboratory and conform to IT security standards sanctioned by the International Standards Organization.
Can a partner or customer install the new platforms?
Yes. The new VNX series and VNXe series are installable by both Velocity partners who are service authorized and EMC customers. Drives, disk array enclosures, UltraFlex I/O Modules, X-Blades, and Control Stations are customer-installable. Starting in May, services will be available to perform software upgrades to the common block-and-file VNX Operating Environment.
The Velocity Solution Provider Program provides all partners with VNX and VNXe series service delivery options regardless of their Velocity tier. Partners in the Affiliate tier and above can choose a blended services option by delivering services limited in scope through the QuickStart Services Implement designations and supplementing with the new Accelerate Services. These partners may also elect to deliver warranty and maintenance services through the QuickStart Services Support designation. Partners in the Affiliate Elite tier and above can take the next step in their investment by achieving a Velocity Services Implement designation to deliver more advanced installation and implementation services. 
Installation and configuration of the Security and Compliance Suite, Local Protection Suite, Remote Protection Suite, and Application Protection Suite will require Global Services or partner services for implementation. In addition, there are certain software titles, such as RecoverPoint/SE, that require installation services.
Note: In mid 2011, EMC introduced upgrades for the VNX series from block only to unified or file only to unified. These require EMC Global Services implementations. The gateway products are not customer-installable so Global Services are required.
Are Global Services options available for customers who would like EMC to provide installation and/or implementation for their VNXe and VNX platforms?
Yes, installation and implementation services are available from an authorized Velocity QuickStart Services Implementation partner for the VNXe and VNX5100 and VNX5300 platforms, and from an authorized Velocity Services Implementation partner for the VNX5500, VNX5700, and VNX7500 platforms or EMC Global Services.
How is Unisphere for the VNX series different from Unisphere for the VNXe series? 
It is important to position Unisphere as the central management platform for the VNX family. That said, there are some unique capabilities available for the VNX series and VNXe series to address unique requirements.
The VNX series will be managed by Unisphere 1.1, which introduces a single system view of unified, file, and block systems with all features and functions available in a single interface. Unisphere 1.1 will also be compatible with older systems, including CLARiiON and Celerra systems running DART 6 or higher.
The VNXe series will be managed by Unisphere 1.5. Unisphere 1.5 for the VNXe series was designed for an IT generalist who has experience as a system or network administrator and with typical applications such as Microsoft Exchange, VMware, Hyper-V, and shared folders (CIFS/NFS). Every storage-related task is accomplished using natural language without the complexity of storage jargon. The result is that the user is able to take immediate advantage of the VNXe’s features without additional certification or training.
While both VNX and VNXe series systems will offer integrated support pages in the management interface, there will be major differences in the level of services delivered. VNX will be aimed at traditional direct users. VNXe will accommodate service-enabled partners, including the following highlights:
VNXe’s Unisphere interface will have a few links to eServices on an EMC support page disabled when a service partner sells VNXe. The icons that will not appear in Unisphere are Chat, Manage Support Contacts, Service Center, and Customer Replaceable Parts. If the product is supported by EMC, Unisphere will have these icons enabled in Unisphere.
Whenever the VNXe is routed to a support page that requires input from the customer, VNXe will automatically populate those fields for the user.
For example, if a part fails and is under warranty with EMC, the part replacement form will be populated by VNXe with the part information as well as the customer‘s ship-to information for the replacement part. VNX series systems will provide this same capability through the Unisphere Service Manager.
What EMC software offerings support the VNX and VNXe series?
The following table reflects all the current and planned support.


	Product
	VNX Support (planned future support) 
	VNXe Support (planned future support) 
	Min. supported version
	Comments

	Replication Manager (RM)
	Yes
	Yes
	RM 5.3.2
	All features and functionality available 

	DPA-BU (Data Protection Advisor - Backup Analysis)
	No
	No
	N/A
	

	DPA-RA (Data Protection Advisor -Replication Analysis) included in the Application Protection suite
	Yes
	No
	DPA V5.7.1
	

	DPA-Res (Data Protection Advisor - Resource Management Analysis)
	Yes
	No 
	DPA V5.8
	 

	DPA-VM (Data Protection Advisor - VMware Backup Analysis)
	No
	No
	N/A
	 

	Cloud Tiering Appliance (AKA FMA)
	Yes
	No
	CTA V7.4
	

	Solutions Enabler (SE)
	Yes
	No
	SE 7.2.1
	 

	VMware Storage Integrator (VSI) Unified Storage Management
	Yes
	Yes
	VNX - VSI Plug-in V4.1
	All features and functionality available at GA

	VMware Storage Integrator (VSI) Unified Storage Adapter for Storage Viewer
	Yes
	Yes
	VNX - VSI Storage Viewer V4.0.1
	 

	RecoverPoint
	Yes
	No
	RP V3.4
	All features and functionality available at GA

	VMware Site Recovery Manager (SRM) and Site Recovery Adaptor (SRA) (for MirrorView)
	Yes
	No
	SRA V1.4.0.16
	See http://www.vmware.com/pdf/srm_storage_partners.pdf 

	VMware Site Recovery Manager (SRM) and Site Recovery Adaptor (SRA) (for Replicator)
	Yes
	No
	SRA V4.0.23
	See http://www.vmware.com/pdf/srm_storage_partners.pdf 

	VMware Site Recovery Manager (SRM) and Site Recovery Adaptor (SRA) (for RecoverPoint)
	Yes
	No
	SRA V1.0SP3
	See http://www.vmware.com/pdf/srm_storage_partners.pdf 

	Backwards Compatibility (MirrorView) FLARE code
	Yes
	No
	VNX OE Block R31 to FLARE 29 or FLARE 30
	MirrorView is not support on VNXe

	Backwards Compatibility (Replicator) DART code
	Yes
	Yes
	VNX OE File V7 to DART V5.6.47+ or DART V6.0. If VNXe, only DART V6.0 is supported
	VNXe replication is supported to VNXe or VNX or Celerra NS platforms running DART V6 or higher

	Unified Infrastructure Manager (UIM)
	Yes for block (for file its Q3)
	No
	VNX Block - Vblock V2.1.1 (Target)
VNX File - TBD
	

	IONIX Control Center
	Yes
	No
	6.1 UB9 plus HotFix
	Additional support planned for UB11 (July)

	ECC Storage Resource Manager (SRM) 7
	Yes
	No
	SRM V1.0
	

	PowerPath
	Yes
	Yes (5.6 Linux and 5.7 vSphere)
	5.3.1, 5.5 (Win); 5.3.1, 5.5, 5.6 (Linux); 5.3 (Solaris); 5.3.1, 5.5 (AIX); 5.1.2 (HP-UX); 5.4.1, 5.4.2 (vSphere)
	 

	PowerPath Encryption
	Yes
	(Q2 – Linux 5.6 only)
	5.3.1, 5.5 (Win); 5.3.1, 5.5, 5.6 (Linux); 5.5 (AIX); 5.3 (Solaris)
	PowerPath Encryption is only supported on Windows, Linux, AIX and Solaris operating systems.

	VNX Host Encryption
	Yes
	No
	5.3.1, 5.5 (Win); 5.3.1, 5.5 (Linux); 5.5 (AIX); 5.3 (Solaris)
	VNX Host Encryption is only supported on Windows, Linux, AIX and Solaris operating systems.

	Atmos
	Yes
	Yes
	Via Atmos / VE VMware support
	 

	Avamar
	Yes
	Yes
	Avamar 5.0.105+
	This is support for Avamar as an NDMP Target

	Open Replicator
	(Q3)
	No
	
	 

	SAN Copy
	Yes
	No
	SAN Copy V05.31
	



[bookmark: VNX_Series_Sales_Questions]VNX Series Sales Questions
What are the main customer benefits of the VNX series? 
The key benefits for the VNX series are built around the concepts of simple, efficient, and powerful:
Simple: centralized, intuitive, automated
Provision storage in minutes
Always meet service level agreements with “set-it-and-forget-it” auto-optimization
Efficient: Economical, capacity optimization, lowest total cost of ownership
Up to 50 percent capacity savings
Increase VMware productivity 
Powerful: Flash optimized, pace-setting, scalable
Supercharge applications by up to two- to three-times faster 
Run entire active data sets for Oracle and Microsoft SQL Server faster 
What primary use cases does the VNX series address? 
The VNX series has broad appeal for all users, from the mid-commercial market and up for both horizontal and vertical application solutions. Some of the core business applications include:
Virtualizing Microsoft applications with VMware vSphere
Implementing Oracle in a VMware environment
Implementing virtual desktops with VMware View
Business-critical applications 
Custom designed OLTP 
Large data warehousing (high bandwidth applications like Oracle or SQL data warehouses or High Resolution Media Editing / Oil & Gas Seismic Processing & Editing applications)
High-end consolidations
Midtier consolidations
What are the key differences between the VNX series and the current CLARiiON and Celerra unified products?
The VNX series’ main advantages over the CLARiiON and Celerra products are:
Up to two-times higher I/Os per second and three-times higher bandwidth than CLARiiON CX4 and Celerra NS offerings (without Flash drives and FAST Suite)
Increased memory, new Intel Xeon processors. See “Specification Sheet: EMC VNX Series” on Powerlink.
VNX series supports Flash, 15K/10K rpm SAS, and 7.2K rpm NL-SAS drives. It does not support Fibre Channel drives.
Installed block-only VNX series will be upgradable with file services (except for the VNX5100) – available in Q3 2011.
New unified management with Unisphere 1.1
RecoverPoint/SE file system replication occurs by creating a single NAS consistency group and replicating that consistency group; all protected file systems replicate and failover together. On failover, the primary X-Blades that are RecoverPoint/SE protected failover, all others shutdown.
FAST VP (sub-LUN tiering) for both file and block services
[bookmark: suites]Software suites for ease of consumption and ordering. In place of individual software titles, for many of the software titles, customers can now purchase suites or packs:
FAST Suite: Automatically optimize for the highest system performance and the lowest storage cost simultaneously. This suite includes FAST VP* (for both file and block), FAST Cache, Unisphere Analyzer, and Unisphere Quality of Service Manager.
Security and Compliance Suite: Keeps data safe from changes, deletions, and malicious activity. This suite includes VNX Host Encryption, File-Level Retention,* and Event Enabler* for integration with third-party anti-virus, enterprise quota management, auditing and enterprise search applications. 
Local Protection Suite: Practice safe data protection and repurposing. This suite includes SnapView, SnapSure,* and RecoverPoint/SE Continuous Data Protection (CDP).
Remote Protection Suite: Protect data against localized failures, outages, and disasters. This suite includes MirrorView, Replicator*, and RecoverPoint/SE Continuous Remote Replication (CRR).
Application Protection Suite: Automate application copies and prove compliance. This suite includes Replication Manager and Data Protection Advisor for Replication Analysis. 
* Not supported with the VNX5100.
Multi-Path File System (MPFS), as is pNFS, NFS, and other protocols, are included at no additional cost in the base software. (Note: You no longer need to sell MPFS license by CPU.)
Why are Fibre Channel drives not supported?
The VNX series uses 6 Gb/s SAS drives and takes advantage of the four 
6 Gb/s SAS lanes per port (~720 MB/s x 4 =~3 GB/s) between controllers and drives. 4 Gb/s Fibre Channel drives can be accessed at ~0.5 GB/s. Supporting both SAS and Fibre Channel drives would have prevented the VNX arrays from attaining the maximum performance of the 6 Gb/s SAS drive connectivity topology.
What are the maximum number of supported drives per VNX platform?
Here is a table with the maximum drive configurations: 
	
	VNX5100
	VNX5300
	VNX5500
	VNX5700
	VNX7500

	For maximum spindle count density per U using 25x 2.5” drive DPE / DAEs and 2.5” 600 GB drives 
	75
(45 TBs max.)
	125
(75 TBs max.)
	250
(150 TBs max.)
	500
(300 TBs max.)
	1,000
(600 TBs max.)

	For maximum capacity density per U using 15x 3.5” drive DPE/DAEs (for VNX5100 and VNX5300) and the 60x3.5" dense DAE (for the VNX5500, VNX5700 and VNX7500) and 3TB NL-SAS drives 
	75
(225 TBs max.)
	120
(360 TBs max.)
	240
(720 TBs max.)
	495
(1,485 TBs max.)
	990
(2,970 TBs max.)

	With the 60x 3.5” DAE in the new EMC dense racks 
(utilizing the maximum number of 60 drive dense DAEs complemented with 15x 3.5” drive DAEs)

	With a 15 drive DPE or DAE
	RPQ
	Up to 240
(1 dense rack)
	Up to 495
(2 dense racks, unified)
Up to 495 (1 dense rack, block only)
	Up to 990 (3 dense racks, unified)
Up to 990 (2 dense racks, block only)

	With a 25 drive DPE – 1 rack
	
	Up to 250
(1 dense rack)
	n/a
	n/a


Note: 2.5” and 3.5” DAEs can be mixed in the same cabinet which may affect the maximum number of drives that can be configured in a system (in the worst case, the actual drive count supported will be 10 less than the documented maximum)
Is the newly available VNX Operating Environment software functionality also supported on current Celerra and CLARiiON platforms? 
No. The VNX Operating Environment, while extending all the capabilities in FLARE and DART, will only run on the VNX platform. EMC has a single block-and-file support strategy whereby new features released with a new hardware platform will not be made available on the legacy platform, as has been the case with CLARiiON for the last two iterations of hardware.
Has the naming of the software products changed? 
Yes. As discussed, VNX introduces totally new packaging and naming conventions. The names Celerra, CLARiiON, FLARE, and DART are replaced in favor of VNX-based naming. The initial version of VNX Operating Environment software will be composed of the VNX Operating Environment for File 7 and VNX Operating Environment for Block 31 components (formerly DART and FLARE, respectively). 
Below is a table contrasting what is available today for CLARiiON CX4 and Celerra, and what is available for the VNX series:
	Feature
	Today with CLARiiON/Celerra
	With VNX Series

	Platform
	Celerra and CLARiiON
	VNX series 
VNXe series

	Gateway
	Celerra VG2 and VG8
	VNX VG2 and VNX VG8 (the rebranding of the gateways as part of the VNX family will happen throughout 2011)

	Operating system
	DART and FLARE
	VNX Operating Environment for File and VNX Operating Environment for Block

	Availability: array
	Active/active
	Active/active

	Availability: head
	N+1 (primary/standby) 
or N+M (advanced failover)
	VNXe series: active/active
VNX series: N+1 and N+M

	Drive terminology 
	Flash
Fibre Channel
SATA
	Flash
SAS
NL-SAS

	Celerra software titles
	Celerra Replicator
	VNX Replicator

	
	Celerra File-Level Retention
	VNX File-Level Retention

	
	Celerra SnapSure
	VNX SnapSure
(snapshots for VNXe series)

	
	Celerra Multi-Path File System (MPFS)
	VNX Multi-Path File System 

	
	Celerra FAST
	Cloud Tiering Appliance (and Cloud Tiering Appliance/VE) 

	
	Celerra Virtual Provisioning
	Thin Provisioning

	
	Celerra Data Deduplication
	VNX File Deduplication and Compression

	
	Celerra FileMover
	VNX FileMover

	CLARiiON software titles
	Advanced FAST Suite
	VNX FAST Suite

	
	MirrorView/A, MirrorView/S 
	VNX MirrorView/A, VNX MirrorView/S 

	
	MirrorView/CE
	VNX MirrorView/CE

	
	CLARiiON FAST 
	VNX FAST VP
(inclusive of block and file)

	
	FAST Cache
	VNX FAST Cache

	
	Block Data Compression
	VNX Block Compression

	
	SnapView 
	VNX SnapView 

	
	SAN Copy 
	VNX SAN Copy 

	
	Virtual Provisioning
(inclusive of thin and thick)
	VNX Virtual Provisioning

	
	SnapView clones 
	VNX SnapView clones 

	
	CLARiiON Host Encryption
	VNX Host Encryption

	Service-related software
	CLARiiON Interactive Installation Guide (IIG)
	VNX Installation Toolbox

	
	Celerra Startup Assistant
	VNX Installation Assistant for File/Unified

	
	Celerra Provisioning Wizard
	Provisioning Wizard

	
	Customer Upgrade Tool
	Software Upgrade Assistant

	
	Software Assistant
	Software Upgrade Assistant


Have all the names in the software, documentation, support matrices, etc. been changed?
As far as is feasible, EMC will ensure that all references to CLARiiON, Celerra, DART, and FLARE and all software product names will be accurately renamed in the graphic user interface, in supporting documentation, in matrices, and in third-party products that support VNX. It is expected that there will be some exceptions, but EMC has been careful to ensure that all the main vehicles in which the names appear will reflect the new nomenclature. 
Will my customer be able to do a data-in-place conversion or migrate from a Celerra or a CLARiiON to the new VNX series platforms?
Out-of-family, data-in-place conversions from CLARiiON CX3 or CX4, or Celerra family 4 Gb/s Fibre Channel disk-based platforms to a VNX series 
6 Gb/s SAS disk-based platform will not be offered. The new 6 Gb/s SAS back-end drive interconnect helps facilitate increasing the VNX performance by up to two- or three-times versus its predecessors. Note that in-family conversion kits from smaller VNX models to larger models will be offered with EMC Global Services at a later time.
EMC provides a full range of services to migrate data from CLARiiON, Celerra, NetApp, and other competitors’ storage arrays to a VNX series. These Global Services have market competitive pricing, and sales teams and channel partners will be provided with migration training and pricing benchmarks to help them set expectations and effectively position these services with customers. EMC is also including unlimited use of SAN Copy licenses (for block migrations), and 180-day right to use license for Replicator (for file migrations) at no additional charge, to help with the migrations.
Additionally, to ensure that competitors are prevented from “buying the business,” EMC is continuing its Refuse-To-Lose commitment with the field, and will consider discount exceptions through the Operation Mojo review committee. 
What post-install upgrades are available (with the May release of Direct Express and Channel Express)? 
The following post-install upgrades will be available:
Add conventional drive/disk array enclosure (2.5” and 3.5”), X-Blade/Data Mover Enclosure, X-Blade and array UltraFlex I/O modules, and additional software.
Installation services on Disk and DAE upgrades is now chargeable
 Adding 2.5” Flash drives and upgrades to the new dense rack (e.g. adding a new 60 drive dense DAE) will be available at a later time.
Intorduced in mid 2011is the ability to convert / upgrade file-only to unified or block-only to unified 
A block-only or file-only VNX series can be ordered for all VNX platforms except the VNX5100, which is block-only. In mid 2011, the VNX5300, VNX5500, VNX5700, and VNX7500 can be upgraded by adding file (X-Blades, Control Stations, file connectivity, and Unisphere block to file) or block (block connectivity and Unisphere file to block) facilities to create unified platforms. Global Service engagements will be required for this initually, with customers being able to do the conversion themselves at a later time.
Why has EMC instituted a charge for installation services on Disk/DAE upgrades, when they used to be provided for free?
“Free” is no longer a competitive requirement in this space. EMC’s mid-range competitors all charge service fees when they perform disk and DAE upgrade installations. In addition, EMC’s prior practice of not charging for these services actually made it more difficult for EMC Service Enabled Partners to service accounts, as EMC effectively set price ceiling to $0. Making this change will help stop un-necessary revenue loss for EMC, while also enabling our partners to be more successful. 
When a customer orders a disk/DAE hardware upgrade, are the installation services required?
No. Both the disks and the DAEs are customer installable. Although DXP/CXP will attach the installation services by default, the installation services can be deselected by EMC Sales and EMC Partners. 
How is pricing determined for disk/DAE upgrade installation services?
To make sure EMC doesn’t penalize customers for upgrading in larger volumes, EMC has built these services using a Base Service + Adder model. The base service, which installs a single DAE and/or up to 25 disks, includes both travel and time. Each adder provides installation of one additional DAE and/or up to 25 disks, without the additional travel or time. 
Will the $0 upgrade installation services still be available on existing CLARiiON and Celerra arrays?
No, these new disk/DAE upgrade installation services will replace the old $0 models sometime after the May release of Direct Express and Channel Express. 
Which platforms are subject to these upgrade services?
The upgrade installation services will be available for VNX, CLARiiON, and Celerra.
When will my customer be able to do an in-series conversion (i.e., going from one VNX series to another, such as VNX5300 to a VNX5500)?
The current plan is to offer these conversions later, possibly mid 2012 timeframe. 
Should I position VNX unified or file/block only?
You should always lead with unified and use file orblock only as a fall back option. File/block only can be used in price sensitive situations.

NOTE: In order to make unified even more attractive at initial point of sale, when first ordering a unified option the following additional hardware is included at no additional cost (this is also true for file only configurations):

First Control Station
First X-Blade enclosure
Minimum # of X-Blades included…1 for VNX5300, VNX5500 and 2 for VNX5700, VNX7500

All add-on or upgrade Control Stations, X-Blade enclosure and X-Blades are chargeable items
Where and when should I position the VNX5500 high bandwidth option?
The primary market for the VNX series, including the VNX5500 unified, is one that is focused on traditional IOPS. 

The VNX5500 can also be sold with an additional four port 6GB SAS UltraFlex I/O module pair to increase the number of backend ports from two to six. This is a cost effective way of increasing the bandwidth allowing you to sell into environments that require higher bandwidth for their block applications block where bandwidth is at a premium. 

Business Intelligence Applications like SQL & Oracle Data Warehouse solutions or High Resolution Media Editing or in Oil & Gas Seismic Processing & Editing environments.
Is file hardware shipped with the VNX series if you only order block protocols?
No, a block-only VNX5300 and VNX5500 comprises only the disk processor enclosure, Standby Power Supply (SPS), and drives (and potentially disk array enclosures). If the customer desires (and this is recommended), 4U of rack space (EMC-supplied rack only) and two Fibre Channel ports per storage processor will be reserved for a future upgrade to unified.
A block-only VNX5700 and VNX7500 comprises only the storage processor enclosure, Standby Power Supply, vault disk array enclosure, expansion disk array enclosures, and drives. If the customer desires (and this is recommended and is a default in DxP/CxP), 6U (enough space for two Data Mover Enclosures and 2 Control stations) of rack space (EMC-supplied rack only) and a single UltraFlex I//O module in the array (slot 4 for the possible future addition of a quad port FC UltraFlex I/O module) will be reserved for a subsequent upgrade to unified.There are no Fibre Channel ports to reserve for VNX5700 and VNX7500 as Fibre Channel UltraFlex I/O modules will be added upon performing the upgrade to unified.
Note: No file hardware is shipped with the VNX5100 as it does not support NAS or iSCSI. Also, space need not be reserved in customer-provided racks for a future upgrade to unified.
How do I convert a block-only or file-only VNX series to unified?
A block-only-to-unified conversion will require the addition of an X-Blade enclosure with one or two X-Blades, one or two Control Stations, file connectivity license, and the Unisphere Block-to-Unified license. 
For the VNX5300 and VNX5500, the X-Blades will connect through Fibre Channel to the built-in Fibre Channel ports. 
For the VNX5700 and VNX7500, a pair of Fibre Channel UltraFlex I/O modules must be installed in the array chassis (i.e., the storage processor enclosure) to permit connection to up to four X-Blades. 
If VNX7500 is to be configured with five to eight X-Blades, a second pair of Fibre Channel UltraFlex I/O modules must be installed in the storage processor enclosure.
Also, for the VNX5300 the file connectivity license is included with the Unisphere Block-to-Unified license. For the VNX5500, VNX5700, and VNX7500 platforms, a file connectivity license and Unisphere Block-to-Unified license must be purchased and installed.
File-only-to-unified conversions require the installation of the block connectivity license, the Unisphere File-to-Unified license, as well as at least one pair of host connectivity UltraFlex I/O modules (e.g., Fibre Channel, 1 Gigabit Ethernet iSCSI, 10 Gigabit Ethernet iSCSI, and/or Fibre Channel over Ethernet).
Note that the upgrade to unified may also require additional storage capacity in the form of added disk array enclosures and disks. The VNX5100, however, cannot be upgraded to unified as it supports Fibre Channel only. Block-to-unified and file-to-unified upgrades requiring services engagements were made available in mid 2011.
Does the VNX series still support file-based iSCSI? 
Customers are required to use native block iSCSI on the VNX series. File based iSCSI will continue to be supported, but not enhanced, on Celerra NS platforms. In particular cases, like iSCSI replication for VNXe series to VNX series, file-based iSCSI for the VNX series will be considered through RPQ. Note: once an RPQ is approved for file based iSCSI on a VNX, the file based iSCSI can only be managed via the CLI. There will be no support in the Unisphere UI for file based iSCSI on a VNX
What performance expectations should be set for the VNX series? 
EMC expects there to be substantial performance improvements with the new VNX series when compared with the current CLARiiON and Celerra systems of similar capacity. I/Os per second and bandwidth numbers will be improved by up to two- to three-times.
What are the VMware vStorage APIs for Array Integration (VAAI) and is it supported on VNX series?
VAAI is a set of APIs that allows VMware’s vSphere to offload specific operations to EMC arrays and VNX block it has been supported since VNX series GA (and CLARiiON FLARE v30). In Q3, VNX will also support Thin Provisioning Stun and Resume for block with VAAI.

VAAI support for NFS is being introduced in Q4 and improves performance for VMware over NAS deployments by leveraging more efficient array-based operations. It allows for more VM’s per vSphere server/cluster and improves performance for VM provisioning, vMotion, snapshots, clones, space reservation and extended statistics. 
What are the use cases for VNX and VAAI for file?
We see the following use cases:
VM Cloning, Snapshots and Migrations (using Full Clone)
Monitor Space Utilization (using Extended Stats)
Ensure space is available during Cloning (using Space Reservation)
With the main customer benefits being:
Improved VM snapshot performance
Decrease in CPU and network usage by ESX host
Improved performance of Storage vMotion
Which storage platforms are supported with the VAAI?
Various versions of VAAI are supported on EMC CX4, VNX and Symmetrix platforms depending on the installed system software. New versions of VAAI are released with each new vSphere release. Customers can download support for the latest vSphere 5.0 VAAI from PowerLink. 
What is vStorage APIs for Storage Awareness (VASA) and is it supported on the VNX series?
VASA is a VMware-defined API that storage vendors can implement to obtain and display storage information through vCenter e.g. providing basic health information of the storage arrays. VASA is made available for block only with the host-based Solutions Enabler VASA Provider. Block and file support will be available in a future VNX release in which the VASA Provider is embedded on the array. 
Which storage platforms are supported with VASA? 
Solutions Enabler will support Block for DMX, VMAX, VNX, Celerra NS-block and CLARiiON CX4 platforms. 
[bookmark: Licensing_Packaging_Questions_VNX]Licensing and Packaging 
How is the VNX series licensed?
It is simple to order a VNX series.
First choose a storage platform (e.g., VNX5100, VNX5300, VNX5500, VNX5700, or VNX7500), and choose the appropriate number of drives and disk array enclosures.
Note: The storage base for the VNX5100 and VNX5300 includes a pack of drives of 6 and 8 drives respectively. Additional drive packs may be ordered.
Select the configuration desired (unified, block-only, or file-only) along with the connectivity options and file hardware, if choosing unified or file-only configurations (number of X-Blades and Control Stations).
For both unified and file only configurations, at initial point of sale, the first Control Station, first X-Blade enclosure and either 1 or 2 X-Blades (1 for the VNX5300 and VNX5500, and 2 for the VNX5700, VNX7500) are included at no additional cost. All add-on or upgrade Control Stations, X-Blade enclosure and X-Blades are chargeable items
The appropriate Unisphere management software (for file, block, or unified) will be chosen automatically based on the configuration desired. 
The Protocol licenses and capacity optimization software will be automatically included, at no additional charge, with the purchase of the Unisphere license or the Operating Environment. This includes all the protocol licenses as well as File Deduplication and Compression, Block Compression, and Virtual Provisioning. Note that all protocols are either now included with the Unisphere license (Fibre Channel, iSCSI, Fibre Channel over Ethernet) or are a $0 line item (BASE and ADV file protocols). This means that the block protocols are free and don’t show up on the order, while the file protocols are free but will show up as a $0 line item (except for the gateways where the licensing structure has not changed and EMC will continue to charge for NFS).

Select the optional software suites or packs.
All software suites and packs are licensed per array.
Corresponding services that are required will automatically be added to the order. The only exception is for RecoverPoint/SE, services must be manually added.
Note: If configuring an upgrade (i.e., adding file to a block-only system or adding block to a file-only system) make sure to purchase the relevant Unisphere, connectivity option, and additional hardware, such as X-Blades or Control Stations.
For the same drive type, why are the drive prices different between the different VNX platforms (e.g. VNX5300 vs VNX5500)?
The price difference relates to the fact that the two products are in different discount classes (VNX5100 and VNX5300 are in the Unified entry level class and VNX5500/5700/7500 are in the Unified Entry class) after standard discounting, the pricing is normalized and street pricing is a lot closer than list pricing implies.
Is the discounting structure for the VNX series the same as what was in place for the CLARiiON and Celerra systems?
No. The discounting structures have changed. In fact the list prices and discounting floors have been lowered. Do not use the same discounting as you would have with CLARiiON or Celerra. Don’t price deals at the same floors as CLARiiON and Celerra. Don’t price deals using margins. For more information on VNX pricing and configuration, complete the training at https://learning.emc.com/Saba/Web/Main/goto/451366721
What software features (suites/packs) are available for the VNX series?
The table below summarizes what is available:
	VNX Series Software 
	VNX5100
	VNX5300, VNX5500, VNX5700, and VNX7500

	Management
	Unisphere (for block)
	Unisphere for Block, Unisphere for File, or Unisphere for Unified

	Protocols (included in Unisphere)
	 Fibre Channel, Fibre Channel over Ethernet
	CIFS, NFS (includes pNFS and MPFS), Fibre Channel, Fibre Channel over Ethernet and iSCSI 

	Operating Environment
	Included in Unisphere
	Included in Unisphere
VNX5500, VNX5700, VNX7500: Flat-Fee-Per-TB (array based)

	Additional features (included in Operating Environment)
	Thin Provisioning*/**
SAN Copy

	File Deduplication and Compression
Block Compression
Thin Provisioning 
SAN Copy
180 day Right-To-Use (RTU) license for Replicator

	Software Suites
	FAST Suite: Automatically optimize for the highest system performance and the lowest storage cost simultaneously
	FAST Cache**
Unisphere Analyzer
Unisphere Quality of Service Manager
	FAST VP**
FAST Cache**
Unisphere Analyzer**
Unisphere Quality of Service Manager

	
	Security and Compliance Suite: Keep data safe from changes, deletions, and malicious activity
	VNX Host Encryption
	 Event Enabler (3rd party integration with anti-virus, enterprise quota management, auditing and enterprise search applications)
File-Level Retention (FLR-E and FLR-C)
VNX Host Encryption

	
	Local Protection Suite: Practice safe data protection and repurposing
	SnapView
RecoverPoint/SE CDP
	SnapView
SnapSure
RecoverPoint/SE CDP

	
	Remote Protection Suite: Protect data against localized failures, outages, and disasters
	MirrorView A and MirrorView/S
RecoverPoint/SE CRR
	Replicator
MirrorView A and MirrorView/S
RecoverPoint/SE CRR

	
	Application Protection Suite: Automate application copies and prove compliance
	Replication Manager
Data Protection Advisor for Replication Analysis
	Replication Manager
Data Protection Advisor for Replication Analysis***

	Software Packs
	Total Protection Pack
	Local Protection Suite
Remote Protection Suite
Application Protection Suite
	Local Protection Suite
Remote Protection Suite
Application Protection Suite

	
	Total Value Pack
	Security and Compliance Suite
Local Protection Suite
Remote Protection Suite
Application Protection Suite
	N/A 

	
	Total Efficiency Pack
	N/A
	FAST Suite
Security and Compliance Suite
Local Protection Suite
Remote Protection Suite
Application Protection Suite


*For the VNX5100, Thin Provisioning and FAST Cache are mutually exclusive.
** These titles are also available á la carte.
Note: Software suites and packs are licensed per array and support the entire array. For example:
RecoverPoint/SE is now licensed by array and allows you to replicate up to 300 TB. If you intend to use RecoverPoint/SE you will need to add the appropriate number of required RecoverPoint appliances through the configurator.
Replication Manager for VNX is now licensed by the array, which allows your customer to support multiple hosts without having to purchase "agent" licenses for each host.
Data Protection Advisor for Replication Analysis is now licensed by the array, allowing you to monitor, alert, and report on replication up to the maximum capacity of the VNX array.
VNX Host Encryption software is licensed by the array, allowing your customer to secure data at host servers directly attached to only the VNX array. Note: For supported host server operating systems, refer to the EMC Support Matrix.
MPFS is no longer licensed per CPU; it is included in the base software and supports the entire array. Note that for the gateways, MPFS is now included in the purchase of the NFS license.
Why is EMC now charging a flat-per-TB license fee for the VNX5500, VNX5700 and VNX7500 when it was not a charge previously?
The pricing and packaging of the VNX system have been carefully planned and considered. The goal has been to build a pricing model that is easier to understand and that allows customers to cost-effectively gain access to as many of EMC’s valuable software titles as possible. The decision to charge a flat-per-TB license fee for these platforms was made in order to align revenue with the value provided by the components. Hardware and software component pricing has been balanced so that the price of each total solution is competitive with the market place, especially when software package options are chosen.
The flat-per-TB license fee for thee platforms is now a mandatory software license that is required with the purchase of all VNX5500, VNX5700, and VNX7500 systems. It is a simple, flat per-terabyte rate applied automatically to all capacity purchased for the particular systems. This license:
Provides customers with an overall lower system price for smaller configurations 
Rebalances the system component pricing to more accurately reflect the perceived value of the individual parts
Are RecoverPoint appliances included with the Local Protection Suite or Remote Protection Suite?
No, required RecoverPoint appliances need to be purchased through the RecoverPoint configurator. Installation and configuration of RecoverPoint/SE requires Global Services or partner services. When adding RecoverPoint appliances, RecoverPoint/SE Quick Start service kits can be added as well.
If my customer already has RecoverPoint appliances, can they leverage them for the Local Protection Suite or Remote Protection Suite?
Yes. RecoverPoint appliances can be re-purposed as long as they are Generation 3 or Generation 4 appliances.
Why does the Remote Protection Suite contain VNX Replicator if RecoverPoint/SE supports file-system replication? 
RecoverPoint/SE supports Data Mover-level replication through a single NAS consistency group. Customers who require file system-level replication/ failover, one-to-n, and cascading replication will still use VNX Replicator. 
Can RecoverPoint/SE be used to replicate to three VNX series arrays?
Yes; however, an even number of Remote Protection Suite licenses must be purchased, one for each RecoverPoint/SE cluster. Additionally, you will need to utilize at least two RecoverPoint appliances for each cluster. For three arrays, if you are replicating two of the arrays to a third array, the third array will need two Remote Protection Suite licenses and at least four RecoverPoint appliances. For this example you will need four Remote Protection Suite licenses and at least eight RecoverPoint appliances. For configurations that require replication of multiple arrays on each side, it may be more cost-effective to utilize the RecoverPoint.
What RTO times are expected after issuing the fail-over of NAS file systems when RecoverPoint/SE is used?
The failover time when RecoverPoint/SE for synchronous or asynchronous file system replication will be around 10-15 minutes depending upon the configuration
Has the RecoverPoint license changed based on the VNX models?
No, the RecoverPoint license has not changed and continues to be licensed based on the replicated capacity.
Is it possible to upgrade from the Protection Suites on VNX models or array-based RecoverPoint/SE license on CLARiiON to RecoverPoint license?
No. With the array pricing model, you cannot upgrade from RecoverPoint/SE or the Protection Suites to a RecoverPoint license.
Can I use RecoverPoint/SE CDP for the NAS file system LUNs?
No. RecoverPoint/SE only supports remote replication of the NAS file system LUNs, a CDP or CLR consistency group cannot be created for these LUNs.
What components are included in the Application Protection Suite?
The Application Protection Suite includes:
Data Protection Advisor for Replication Analysis components:
A single array-based license that supports Data Protection Advisor for Replication Analysis of RecoverPoint/SE, MirrorView, and SnapView replication technologies; Data Protection Advisor does not support Replicator or SnapSure.
Replication Manager components: 
One Replication Manager (array-based) server license, which supports up to a recommended 30 hosts; unlimited Replication Manager Agents per array
One Replication Manager VMware proxy host for VMware virtual environments
Note: More Replication Manager server licenses can be purchased under the Replication Manager (host-based software) order path in Direct Express and Channel Express for environments with more than 30 hosts.
Are RSA Data Protection Manager appliances for key management included with the Security and Compliance Suite?
No, the RSA Data Protection Manager (formerly RSA Key Manager or RKM)appliances required to deploy the VNX Host Encryption (a minimum of two appliances) of the Security and Compliance Suite are priced separately and must be ordered separately from the product catalog in Direct Express. Contact the TCE Pre-Sales Support Center for details.
Can my customer use VNX Host Encryption to also secure and protect hosts connected to their Symmetrix DMX or VMAX arrays or third-party storage?
No, the Security and Compliance Suite, including VNX Host Encryption, is specific to VNX arrays only. Customers who want host-based encryption and who are deploying VNX in mixed storage environments must purchase PowerPath Encryption.
Is PowerPath Multipathing required to run VNX Host Encryption (or CLARiiON Host Encryption or PowerPath Encryption)?
No, using VNX Host Encryption (and CLARiiON Host Encryption and PowerPath Encryption) does not require that PowerPath Multipathing for automated data path management, failover and recovery, and optimized load balancing be licensed and/or installed. Though these host-based encryption products do leverage PowerPath technology, they are separate products that only require the RSA Data Protection Manager appliances in order to be deployed.
Can customers moving from CLARiiON to VNX or adding VNX to their current CLARiiON storage environment use their existing CLARiiON Host Encryption licenses with the VNX arrays, or must they purchase the Security and Compliance Suite?
Customers may use their CLARiiON Host Encryption licenses with their VNX arrays; however, they will need to purchase the Security and Compliance Suite for any additional host capacity. 
Can my customer use VNX Host Encryption to secure and protect hosts whose LUNs are also replicated with RecoverPoint/SE?
Yes, however different volumes must be used for RecoverPoint/SE than are used with VNX Host Encryption.
Are free PowerPath licenses offered on the VNX5100, VNX5300, VNX5500, VNX5700, or VNX7500 systems?
No. PowerPath multipathing licenses are not included for any of these systems. VNX arrays ship with only PowerPath SE; PowerPath SE is a no-charge single HBA, single data path version of PowerPath that provides simple failover. PowerPath multipathing is an extra-charge item for these systems and needs to be ordered separately.
[bookmark: FAST_Sales_Questions]FAST Sales 
What is Fully Automated Storage Tiering with Virtual Pools (FAST VP), and how is it different from the current FAST offering?
FAST with support for sub-LUN automated tiering was released with FLARE 30 on CLARiiON CX4 series and Celerra family platforms (block support only). With the release of the VNX platform, FAST will be renamed to FAST VP and will be extended to support sub-LUN automated tiering for VNX file data. FAST VP offers the following cost and performance benefits to customers:
Customers can set policies to automatically tier data based on I/Os, avoiding the pre-provisioning tasks of determining on which tiers to assign data.
Customers can choose to have data placed on the highest or lowest available tier, ensuring that performance and cost commitments are met.
Customers can define data movement schedules to minimize FAST management responsibilities.
FAST can run on two or more drive types, optimizing an investment in Flash, SAS (performance), and/or NL-SAS (capacity) drives.
Why did EMC change the name? 
With the launch of the VNX series, the Unified and Symmetrix teams now offer a consistent brand name, FAST VP, for their automated-tiering functionality. 
Is Celerra FAST or something comparable available for the VNX series? Does FAST VP replace Celerra FAST?
Celerra FAST was simply a repackaging of EMC File Management Appliance (now known as the Cloud Tiering Appliance). Although there were unique model numbers for Celerra FAST, what the customer received was actually File Management Appliance or File Management Appliance/VE. 
With the launch of the VNX series, EMC is eliminating marketing collateral and model numbers for Celerra FAST. VNX customers who want policy-based file-level tiering off-platform (e.g., to Atmos or Centera) should order Cloud Tiering Appliance or Cloud Tiering Appliance/VE. VNX customers who want sub-LUN tiering for their file systems can now order FAST VP.
How are initial allocations made into a storage pool, and can automated tiering be turned off for a LUN once it has begun?
Users can select from the following four tiering policies, which will determine allocations and also ongoing data relocation, where applicable:
Auto-Tiering: This is the default and recommended setting. It initially allocates data across all drive types in the pools and subsequently ensures that data is promoted and demoted based on observed I/O activity.
Highest Tier Preferred: This setting fits as much data as possible on the highest-performing tier, regardless of I/O activity. This setting optimizes for performance.
Lowest Tier Preferred: This setting fits as much data as possible on the lowest-cost tier available, regardless of I/O activity. This setting optimizes for total cost of ownership.
No Data Movement: If users wish to prevent subsequent automated Sub-LUN tiering, users can choose this option. This option appears only after tiering has occurred initially. It ensures no subsequent movement of data on the designated LUN.
Customers can allow the system to tier data purely according to activity level by keeping the default setting of Auto-Tiering, or manually select the preferred tier at the time of allocation by selecting the highest- or lowest-tier preferred settings. Users can also change these settings at a subsequent point in time. 
An example where this might be useful is to relocate cold data to a higher tier of storage in preparation for a special event (like a quarterly report) and return it to the proper tier after the event is over. 
Data is relocated according to the user-defined system-wide relocation schedule. Alternatively users can manually start a relocation for any given pool at any time. Users can also choose to pause active relocations, system-wide or per pool, if necessary. 
Can the new systems use more than the 2TB of FAST Cache (CX4-960 max)?
Yes, FAST Cache can contain a max of 2 TB, but additional Flash can be leveraged via FAST VP tiered pools and/or homogeneous pools with Flash drives. Unlike competitive systems, VNX systems have no limit on the amount of FLASH storage they can manage. EMC’s FAST Cache provides read/write extendable cache—competitive offerings can impact performance only on reads. EMC is the market leader in providing fully automated storage tiering at the volume level for both file and block storage and allows customers to mix and match drives in any combination.
When customers take advantage of EMC’s FAST Suite, using the FAST VP and FAST Cache technologies in tandem, most find that a relatively small amount of FAST Cache is needed since highly active data has already been automatically placed on the performance tier (EFD or SAS). Data that unexpectedly becomes hot will need to be moved to a faster tier in near real time; for such bursty workloads, 2TB of FAST Cache is more than enough. Competitors cannot combine FLASH-based storage pools with dynamic caching, relying on absurdly large performance acceleration FLASH cache. 
Can FAST on the VNX exclude certain time periods that can confuse the algorithms, like when backups occur?
FAST VP is not adversly impacted by backup, so time-slot exclusions are not needed. Full backups will affect all data regions equally, and incremental backups will send more I/O to the most frequently accessed data, in which case FAST VP will only support the movement of that data to higher tiers of storage.
Does FAST Cache operate at the 1GB chunk level?
No. We use a 64K size, not 1GB…..that’s actually not technically 100 percent correct, but is fundamentally correct (in every way that matters to a customer). 

FAST Cache operates in 64K slices, and acts as a rapid promote. It can operate more quickly, and more granularly, than FAST VP. FAST Cache is about dealing with the instantaneous burst for those unanticipated spikes.

FAST VP’s 1GB slice granularity operates on slower intervals. FAST VP is about achieving an overall pool’s characteristics more economically, and dealing with the “long tail” of inactive data.

No other midtier vendor offers the powerful combination of FAST VP and FAST Cache (available together in the FAST Suite) with the benefits applying to both block and file data, and all managed through Unisphere

Hard drives are growing rapidly and it is important to keep in mind that a 1GB chunk is only .05 percent of a single 2TB drive. FAST VP is designed to work with large pools of numerous SSD and dense drives and 1GB has proven to provide an excellent balance between metadata overhead and performance. 
Unanticipated spikes in data are handled by FAST Cache with 64K granularity. The FAST Suite combines the TCO benefit of FAST VP with FAST Cache’s performance benefit so customers get the best of both.
What is FAST Cache, and what has changed since its launch in August 2010?
FAST Cache software enables customers to add various Flash drive capacities in order to extend existing cache capacity for better system-wide performance. FAST Cache is now offered with increased capacity configurations using the 100 GB Flash drive or the 200 GB Flash drive. These additional configurations are only offered on the VNX.
In the table below:
The columns labeled VNX5100 through VNX7500 that are shadowed support the indicated capacity using 100 GB drives shown in the second column.
The columns labeled VNX5100 through VNX7500 that contain a black dot support the indicated capacity using 200 GB drives shown in the third column. 
	Drive Count
	100 GB Drives
Total Usable Capacity
	200 GB Drives
Total Usable Capacity
	VNX
5100
	VNX
5300
	VNX
5500
	VNX
5700
	VNX
7500

	2
	100 GB
	200 GB
	
	•
	•
	•
	•

	4
	200 GB
	400 GB
	
	•
	•
	•
	•

	6
	300 GB
	600 GB
	
	
	•
	•
	•

	8
	400 GB
	800 GB
	
	
	•
	•
	•

	10
	500 GB
	1 TB
	
	
	•
	•
	•

	12
	600 GB
	1.2 TB
	
	
	
	•
	•

	14
	700 GB
	1.4 TB
	
	
	
	•
	•

	16
	800 GB
	1.6 TB
	
	
	
	
	•

	18
	900 GB
	1.8 TB
	
	
	
	
	•

	20
	1 TB
	2 TB
	
	
	
	
	•

	22
	1.1 TB
	
	
	
	
	
	

	24
	1.2 TB
	
	
	
	
	
	

	26
	1.3 TB
	
	
	
	
	
	

	28
	1.4 TB
	
	
	
	
	
	

	30
	1.5 TB
	
	
	
	
	
	

	32
	1.6 TB
	
	
	
	
	
	

	34
	1.7 TB
	
	
	
	
	
	

	36
	1.8 TB
	
	
	
	
	
	

	38
	1.9 TB
	
	
	
	
	
	

	40
	2 TB
	
	
	
	
	
	

	42
	2.1 TB
	
	
	
	
	
	



Which RAID types does FAST Cache utilize?
Drives are mirrored (RAID 1) due to the requirement to support read-write configurations.
Which application profiles are best suited to FAST Cache usage?
The key to FAST Cache is locality of reference (same area on the disk drives gets hit multiple times). Applications (hosts) that have high locality of reference benefit the most from FAST Cache. Depending on the workload locality, the limited size of DRAM cache on the storage processor may result in a low read cache hit rate. Introducing FAST Cache can significantly improve read and read/write cache hit rates, due to more data being accessed from Flash drives. This reduces workload on back-end disk drives. 
A write operation works in a similar fashion. Writes with high locality of reference are directed to Flash drives. When the time comes to flush this data to disk, the flushing operation is significantly faster as writes are now at Flash drive speeds. This can have a big impact in heavy-write workloads that require a large system cache to be flushed to the underlying disks more frequently.
As a general rule, low cache hit rates on a non-sequential workload are a good indication that FAST Cache will provide added performance benefit. Preliminary results indicate that applications with high locality of reference such as file, OLTP, and VMware View would benefit most from FAST Cache. 
Will EMC continue to offer Flash drives previously offered on CLARiiON CX4 or Celerra systems?
CLARiiON CX4 series and Celerra family systems used Fibre Channel interface drives. VNX will utilize SAS-interface Flash drives and therefore those drives supported on CLARiiON CX4 will not work on VNX arrays.
Can MirrorView coexist with FAST VP and FAST Cache?
Yes it can. However, FAST Cache should not be enabled on MirrorView/S secondary images (remote mirrors). For more information, see “White Paper: EMC MirrorView Knowledgebook: FLARE 30—A Detailed Review” on Powerlink.
[bookmark: Replication_Sales_Questions]Replication Sales 
What is EMC’s position regarding unified replication?
EMC has consolidated the midrange replication products for block and file into Local, Remote, and Application Protection Suites. RecoverPoint/SE is the common core technology for the Local and Remote Protection Suites and Replication Manager and Data Protection Advisor for the Application Protection Suite.
RecoverPoint/SE 3.4 can replicate both file and block LUNs using continuous remote replication (CRR) for disaster recovery purposes. RecoverPoint/SE will replicate the block LUNs associated with specific X-Blades in a single consistency group. 
When using RecoverPoint for VNX series native block replication, standard RecoverPoint functionality is supported and these restrictions do not apply to native block hosts. For example, for native block LUNs, RecoverPoint will allow access to a writeable copy of the destination LUNs for tape backup, disaster recovery tests, or repurposing use cases.
All file system back-end LUNs required for recovery must be contained in a single RecoverPoint consistency group per replicated direction. RecoverPoint will not support partial failovers; all file systems associated with RecoverPoint-protected Data Movers fail over. 
For file systems, RecoverPoint will only support the disaster recovery use case in the initial phase. Future releases of RecoverPoint will support file system-level replication and failover, and ultimately provide a set of the Replicator functionality.
Will RecoverPoint support the VNX unified replication? 
No "classic RecoverPoint does not support VNX unified replication. RecoverPoint 3.4 only supports unified block and file replication on the VNX series of platforms with a RecoverPoint/SE license; RecoverPoint (only supports block (not file) replication in the VNX series. 

Note: RecoverPoint/SE does not support local CDP replication of VNX file system data; only remote CRR replication of the NAS file systems is supported by RecoverPoint/SE. When replicating NAS file systems with RecoverPoint/SE, you will only be able to failover to the latest image. You will not be able to failover to a specific point in time. During the failover, the services on the source Control Station are shut down. Consequently, you cannot manage VNX for block through the Unisphere software on the original source site. However, you can manage VNX for block through NaviCLI. VNX SnapSure checkpoints can be replicated in the NAS consistency group along with the NAS file systems to achieve point-in-time recovery.
Does RecoverPoint support block and file system replication on the Celerra platform? 
RecoverPoint or RecoverPoint/SE does not support replication of file systems on Celerra. For File System replication on Celerra, customers will continue to use Replicator. Unified replication of Block and File Systems is not supported by RecoverPoint, but it is supported by RecoverPoint/SE version 3.4 on the VNX series of platforms. 
Is the VNX series supported by RecoverPoint and if so, is there an array-based write splitter?
Yes. The RecoverPoint 3.4 release supports the VNX family arrays for both RecoverPoint for file and RecoverPoint/SE for file and block.
The VNX Operating Environment includes an array-based write splitter that is supported by RecoverPoint and RecoverPoint/SE.
I have an existing RecoverPoint/SE CRR configuration between two CLARiiON arrays. After I migrate one of the arrays to a VNX, can I reuse my RecoverPoint/SE license?
Yes, you will need to acquire a one-time conversion model for the remaining CLARiiON that converts your RecoverPoint/SE license from a capacity-based license to a license tied to the frame of your remaining CLARiiON array.
Can RecoverPoint/SE coexist with the other replication products in the Local or Remote Protection Suites?
Yes, RecoverPoint/SE can coexist with VNX SnapSure, SnapView, and VNX Replicator. SnapView can be used on both production and replica LUN. Image Access Mode is needed to create the remote snap. After the snap is created, Image Access Mode can be removed. To restore the snap on production, a full sweep is required. VNX SnapSure is available on the source, but only available on the target after a failover event.
When your customer purchases the Local or Remote Protection Suite they receive a right-to-use license for RecoverPoint/SE, along with the other replication products. 
Is the concurrent use of RecoverPoint/SE with MirrorView or Replicator on the same storage system supported?
Yes, however different volumes must be used when RecoverPoint/SE is used on the same storage system with MirrorView or Replicator.
Will I be able to use Unisphere to manage RecoverPoint/SE?
Yes, RecoverPoint/SE management capability is available through the Unisphere management console as long as there is network connectivity between the SP management ports and the RPA appliances. RecoverPoint management capability is not available through Unisphere; however, RecoverPoint and RecoverPoint/SE can be managed through the RecoverPoint management graphical user interface.
Unisphere can manage several RecoverPoint/SE configurations where each RecoverPoint/SE is attached to a different array. Unisphere can also manage a single array whose splitter is attached to several RecoverPoint/SE clusters.
Does EMC provide any tools or utilities to convert a Celerra Replicator or MirrorView configuration to RecoverPoint?
No. EMC can perform these configurations for your customer through an EMC Global Services engagement. 
What is Replicator incremental attach?
Replicator incremental attach provides a solution for two important Replicator use cases;
Disaster Recovery use case: Allows an existing cascaded or multi-hop replication solution to rebuild the replication session when one of the sites is lost in a disaster. For example: cascading replication, A  B  C. If B goes down A  C is established
Tech refresh use case: This allows a system that is currently using Replicator to easily add an additional replication session. For Example: 1 to n replications, where A  B and A  C is established. If A goes down B  C is established. This feature avoids a time consuming and costly NDMP tape transport or WAN-based full data copy of all replicated file systems when replacing either source or target. This supports Celerra to Celerra and Celerra to VNX. 
Does anything change with regard to the replication positioning? 
For remote replication, since the Remote Protection Suite includes all of the software titles bundled, you should always lead with RecoverPoint/SE and sell RecoverPoint appliances except for configurations uniquely served by VNX Replicator or MirrorView, such as: 
File system-level replication and failover (VNX Replicator)
Remote file system point-in-time access (SnapSure with VNX Replicator)
Synchronous replication over IP (MirrorView/S)
Multi-site replication (MirrorView/S and VNX Replicator)
Price sensitivity (MirrorView and VNX Replicator)
Is VNX supported with VPLEX?
Yes, VNX block is now supported with VPLEX and is on the VPLEX support matrix located at : https://elabnavigator.emc.com/emcpubs/elab/esm/pdf/EMC_VPLEX.pdf
[bookmark: Object_Sales_Questions]Object Sales 
How is object technology implemented on VNX systems?
Object technology is implemented on VNX systems using EMC Atmos Virtual Edition software running on any VMware-supported HCL servers leveraging VNX as the back-end storage. 
How should I position Atmos Virtual Edition?
Atmos Virtual Edition allows customers to build a single cloud with “n” number of VNX series platforms. It is also ideal for customers who want to leverage or re-use existing storage, like an existing Celerra unified system to develop and deploy Web 2.0 or other cloud applications. 
Selling Atmos with a VNX series platform has a number of customer benefits, including the fact that the complete solution comes from EMC, customers have one phone number to call for services, and EMC has the industry’s most extensive experience with object storage technology and integration with VMware.
Who can install Atmos Virtual Edition?
Atmos Virtual Edition is installed by EMC Global Services. All the necessary Global Services models are available to quote in Direct Express for the standard Atmos Virtual Edition configuration. For non-standard or RPQ configuration installation models, contact CIG_SalesOps@emc.com. 
Will Atmos Virtual Edition support third-party storage?
Yes. Atmos Virtual Edition can leverage any VMware-certified storage.
What is the licensing model for Atmos Virtual Edition?
Atmos Virtual Edition licensing is capacity-based and it includes all features of the Atmos software.
When should customers leverage array replication versus Atmos replication?
EMC recommends using the Atmos Virtual Edition replication capability driven by the Atmos policy engine for the information leveraging the VNX system with Atmos Virtual Edition. This enables intelligent content placement as per business requirements. This capability is included in the Atmos Virtual Edition license.
Is Atmos Virtual Edition integrated with Unisphere?
Atmos Virtual Edition’s management can be launched from Unisphere.

[bookmark: VNX_Dense_sales]VNX Dense Configuration Option – Sales
Who can sell the new dense rack?
The dense racks are a fully fledged VNX series option, supporting all the rich VNX features and functionality sets. They will be sold by anyone who can sell the VNX series platforms i.e. EMC direct as well as partners/channels. 

Note: Dense rack configurations that result in the new top loading 60 drive dense DAEs being implemented at a height of greater than 31U’s will carry mandatory premium maintenance (they will also ship with a EMC provided step ladder to allow for accessing the top drives – only EMC serviced dense racks will ship with EMC provided ladders). Some partners will not be supporting the configurations that result in these DAEs being implemented at a height greater than 31Us.

When upgrades to the dense racks become available, later in 2011, the upgrades resulting in a new 60 drive dense DAE being implemented at a height greater than 31Us, will also ship with a step ladder.
What VNX series platforms support the new dense rack?
The VNX5500, VNX5700 and VNX7500 all support the dense configuration option (i.e. the dense rack with the 60 drive dense DAEs). 

The VNX5100 and VNX5300 only support the dense configuration option through an RPQ as these platforms don’t support enough drives to warrant the dense rack.
What special considerations should I know about?
The following are the special considerations to be aware of:
The 60 drive DAEs do not support the 15K rpm drives. They only support the following drive types: 
3.5” 100 GB and 200 GB Flash 
3.5” 600 GB and 900 GB 10K rpm SAS (note: these are actually 2.5” drives in the 3.5” carrier)
3.5” 1 TB, 2 TB and 3 TB 7.2K rpm NL-SAS
You can have a mixture of 15 drive DAEs and 60 drive DAEs in the same dense rack. However, you can have 3.5” 15 drive or 2.5” 25 drive disk processor enclosure (DPE) – for VNX5500. You cannot add dense 60 drive DAEs to standard 19” racks as there is not enough depth (space) in the back of the rack for cable management and they would block access to the power distribution unit (PDU) 
The dense rack is different from the standard 40U rack in four ways:
It is the same height and width as the standard VNX 19” rack (40Us), but is deeper by 5” (44” vs 39”)
New internal rack power PDUs with supporting cable management system. Supports up to 4 HA zones at 4800VA each (vs. only 2 in the standard 40U rack). 
Built-in interlocking mechanism to prevent more than one dense DAE from being extended at any one given time
Note that a fully populated 60 drive dense DAE will weigh approximately 200 lbs 
The dense 60 drive DAE is a top loading DAE and as such has a 31U maximum service height restriction – unless it ships with a step ladder for services. 
A VNX5500 dense rack configuration will support up to a maximum of 3x 60 drive dense DAEs and 3x 15 drive DAEs (plus a 15 or 25 drive disk processor enclosure (DPE), Standby Power Supply (SPS), X-Blade enclosures, etc.). All three of the dense DAEs will be installed at a height of less than 31Us. 
With the VNX 5700 and VNX7500 there are various configuration options; depending on whether it is a block or file only configuration, how many X-Blades, how many drives, how many 60 drive dense DAEs vs 15 drive DAEs, two or three racks acceptable, etc. All of these factors will be used to determine how many dense racks are used and whether you will need to have a 60 drive dense DAE above the 31U height restriction or not. If a dense DAE is above the 31U height restriction a EMC supplied step ladder will ship with the platform – this is to help with accessing the top drives. 
Note: whenever the 31U height restriction is exceeded, a step ladder is automatically added to the order at no additional charge. The ladder is required to help EMC services to access the top drives
The new dense racks will ship factory racked. Installing the new high density 60 drive DAEs into 3rd party racks as field installs may not be achievable and if it is will certainly require RPQ. Stay tuned for more on this.
Who will support the dense racks?
Just like any other VNX family member, if a VNX series is sold on EMC paper with EMC support, EMC will provide support. Dense rack configurations that result in the new top loading DAEs being implemented at a height of greater than 31U’s will carry mandatory premium maintenance 
What competitors offer dense storage packaging?
With the VNX dense rack, EMC is now one of the front running with respect to capacity density per floor tile (i.e. number of drives per rack U).

	Vendor
	3.5" enclosures
	2.5" enclosures
	Dense enclosures

	EMC (VNX)
	15 drives /3 rack Us
or
5 drives / rack U
	25 drives / 2 rack Us
or 
12.5 drives / rack U
	60 drives / 4 rack Us
or
15 drives / rack U
(top loading)

	NetApp
	24 drives / 4 rack U's
or
6 drives / rack U
	24 drives / 2 rack U's
or
12 drives / rack U
	60 drives / 4 rack Us
or
15 drives / rack U
(front loading)

	HP 
(they have a range of offerings)
	From: 16 drives / 3 rack U's
or
5.3 drives / rack U
To: 12 drives / 2 rack U's
or
6 drives / rack U
	From: 24 drives / 2 rack U's
or
12 drives / rack U
To: 25 drives / 2 rack U's
or
12.5 drives / rack U
	70 drives / 5 rack U's
or
14 drives / rack U


	IBM
	24 drives / 4 rack U's
or
6 drives / rack U
	24 drives / 2 rack U's
or
12 drives / rack U
	60 drives / 4 rack Us
or
15 drives / rack U

	Dell
(they have a range of offerings)
	From: 16 drives / 3 rack U's
or
5.3 drives / rack U
To: 12 drives / 2 rack U's
or
6 drives / rack U
	24 drives / 2 rack U's
or
12 drives / rack U
	48 drives / 4 rack Us
or
12 drives / rack U

	HDS
	80 drives / 13 rack U's
or
6.15 drives / rack U
	128 drives / 13 rack U's
or
9.85 drives / rack U
	48 drives / 4 rack Us
or
12 drives / rack U



[bookmark: VNX_HB_Sales]VNX High Bandwith - Sales
What is new for VNX Series with respect to High Bandwidth?
The VNX Operating Envoronment release 31.5 improves the VNX platform performance for high bandwidth applications. There are software enhancements that further leverage the multi-core architecure as well as hardware enhancements specifically in case of VNX5500 that helps improve the plaftorm performance
What are the changes in this release for VNX5500?
The VNX Operating Envoronment release 31.5 will allow an add-on option for VNX5500 for adding on an additional SAS I/O module that will increase the number of backend buses from 2 per SP to 6 per SP thereby significantly improving the backend bandwidth to the disk drives
Is VNX5500 the only VNX platform to offer add-on SAS backend I/O module?
The capability to add add-on SAS I/O module backend is new for VNX5500 only. VNX7500 has had this capability from the start where as an add-on option system can be configured with 8 BE buses per SP (using 2 SAS I/O modules) vs. the standard 4 BE buses per SP
Is the add-on SAS I/O Module accessible for host I/O?
The add-on SAS I/O Module is NOT for host I/O but for the backend I/O only. The SAS Front-end capability is something being considered for a future release and will be based on market/customer demand
What performance capabilites can I expect for data warehousing or similar workload types with the VNX series?
The table below outlines the configurations and performance capabilities of the VNX series platforms for data warehouse and similar workload types. Included in these configurations is the VNX5500 high bandwidth offering specifically designed to provide a high performance yet cost effective solution for the mid tier (Note: the high performance VNX5500 configuration requires the VNX for block operating environment R31.5 code and an add-on SAS I/O module for additional backend connectivity).

	
	VNX5100
	VNX5300
	VNX5500
	VNX5500
High Bandwidth
	VNX5700
	VNX7500

	CPU
	Intel Xeon 5600

	Memory
	8GB
	16GB
	24GB
	24GB
	36GB
	48GB

	Back-end SAS Buses
	2
	2
	2
	6*
	4
	4 or 8

	Max front end FC Cconnections
	8
	16
	16
	16
	24
	32

	Decision support systems (DSS) bandwidth (MB/s)
	2300
	3600
	4200
	4200**
	6400
	7300

	Data warehouse bandwidth (MB/s)
	2000
	3200
	4200
	6400**
	6400
	10000

	Backup bandwidth - cache bypass mode (MB/s)
	700
	900
	1700
	1900**
	3300
	4500

	Rich media bandwidth (MB/s)
	3000
	4100
	5700
	5700**
	6200
	9400


* VNX5500 high bandwidth option consumes all the UntraFlex I/O modules in the system and the bandwidth figures here are based on FC connectvity.
** In order to achieve the full data warehouse bandwidth, at least 200x15K SAS drives (or equivalent) are required.

 backup processing or rich media applicationsdata warehousing or similiar  like Oracle data warehousing and SQL. The VNX hI hear that the VNX platform can achieve greater than 10 GB/s on read performance, more like 14GB/s, is this true?
Using two VNX7500 with the new 60 drive DAEs we were able to achieve 14 GB/s sustained reads and 9 GB/s sustained writes. But note, this configuration required 2 VNX7500 in a dense cabinet. This is not a supported configuration but RPQs for this will be entertained.
Where can I get more information on VNX in high bandwidth environments? 
On PowerLink there are a number of relavant white papers, including:
Deploying EMC VNX storage sytems for Data Warehousing applications
Cisco Unified Computing System and EMC VNX5300 Unified Storage Platform—Implementing an Oracle Data Warehouse Test Workload 
[bookmark: VNX_Google_Sales]What competitors offer storage with high bandwidth capability?
With VNX platform EMC can now effectively compete against likes of DDN (Data Direct Networks) that has offered high bandwidth product but with limited value-add feature set (no FAST, FAST Cache, Compression/Dedupe functionality).

NetApp acquired Engenio line from LSI that they are marketing as E-Series, this product also is marketed as high bandwidth and EMC can now outperform with VNX Series.
What applications can leverage high bandwidth capability?
The VNX can be ositioned to target a varierty of applications such as Business Intelligence including Data Warehouse, Data Mining and Analytics that require scanning and analyzing multi-GB of data requiring very high (in GB/s) bandwidth. Applications like MS SQL or Oracle data ware housing are a good fit. For more information contact Manpreet.Singh@emc.com

Note: There is additional information on the Cisco-EMC-MS SQL Fast Track reference architecture availble at:

http://www.emc.com/collateral/hardware/data-sheet-partner/h8296-sql-fast-track-dw-ref-config-ds.pdf
http://www.emc.com/collateral/hardware/white-papers/h8297-sql-fast-track-dw-wp.pdf


In the Physical Security market, customers looking for storage platform for their Video Surveillence applications would be able to leverage VNX platform. There are a number of solutions EMC has qualified with Video Surveillence applications vendoers such as Genetech and Varient. For more information on VNX and the video surveillence market contact Frank.McCarthy@emc.com.

In the Media and Entertainment market, VNX is a good fit for customers core IT applications. VNX with StorNext is proving to be a good fit for editing, 4K/8K resolution video or applications like DVS Clipster, Avid Media Composer and Apple Final Cut. For more information on oppertunities, contact Pete.Eggimann@EMC.com

In the Oil and Gas market, VNX is a good fit for customers core IT applications. VNX with StorNext File System is a good fit for Seismic Interpretation / Modeling and applications like Schlumberger Petrel, Landmark SeisWorks and Geoprobe. For more information on oppertunities, contact Pete.Eggimann@EMC.com

How do I position VNX and Greenplum in Data Warehouse and Data Analytics opportunities?
Customers looking at faster time to deployment may chose Greenplum DCA based solutions as a turn-key solution. While others may chose to either leverage Greenplum Database (GBDB) or other Data Warehouse Applications such as Microsoft SQL Server or Oracle and deploy them on a VNX platform. Althought supported today, in future EMC will publish GPDB on VNX reference architecture to further facilitate the deployment.

For more details connect with Manpreet.Singh@emc.com

[bookmark: VNX5500_F]VNX5500-F Unified Storage Flash Array- Sales
What are the main customer benefits of the VNX5500-F? 
The VNX5500-F flash array delivers:
High performance - Testing with Oracle and SQL OLTP workloads show the VNX5500-F can deliver 10 times the performance at 1/8th the TPM (transactions per minute) cost when compared to a VNX with all HDD.
Unrivaled availability and Data Integrity - VNX5500-F is designed to deliver proven 5 x 9’s availability with EMC-quality enterprise flash drives, end-to-end data integrity, multiple RAID options, and proactive global sparing and diagnostics. Advanced software suites provide local and remote data protection, application protection, security and compliance. 
Unified Storage with Advanced Data Efficiency Services - The VNX5500-F is a unified storage system with complete block and file protocol support – Fibre Channel, FCoE, iSCSI, CIFS, NFS and pNFS. The VNX5500-F includes block and file compression, thin provisioning and file deduplication to reduce capacity requirements by up to 50%.
Expandable to FAST for Mixed Workloads - As workloads are added and/or data ages, customers can transform the VNX5500-F into a tiered storage system by simply adding SAS and Near-line SAS drives – up to 679TB. With the FAST Suite (FAST-VP, FAST Cache, Unisphere QoS), customers can implement mixed-workload service levels automatically based on their defined policies. 
What are the primary use cases for the VNX5500-F?
The VNX5500-F is designed for single workloads that demand the highest levels of transaction performance and mission critical availability. The targeted use cases are Oracle and Microsoft SQL On-line Transaction Processing (OLTP) where the database is typically 1 to 3 TB in size and the customer requires sub-millisecond response time.
What performance expectations should be set for the VNX5500-F? 
Internal testing has shown the VNX5500-F delivers 10 times the performance at 1/8th the TPM (transactions per minute) cost vs. all HDD VNX for Oracle and Microsoft SQL OLTP. With IOmeter testing, the VN5500-F achieves 178K operations per second with a 0.8 millisecond response time.
What is the difference between the VNX5500-F and the VNX5500?
The VNX5500-F is a VNX5500 starter configuration with 2.5" flash drives in the array base (100GB or 200GB). Customers can upgrade the VNX5500-F into a VNX5500 tiered storage system by simply adding SAS and Near-line SAS drives 
Are there flash array models for the other members of the VNX family? 
No, the VNX5500-F is the only specific starter configuration available today. However, any member of the VNX series can be configured similarly.
How do I order a VNX5500-F? When will it be available?
The VNX5500-F is ordered as a VNX5500 optional starter configuration. Note that any additional disks must be separately ordered as an upgrade. It will be available for ordering in the November releases of Direct Express and Channel Express.
Can we build similar configurations to the VNX5500 using other members of the VNX family today? 
Yes, by selecting all flash drives (except for the vault drives), any VNX Series platform can be configured similarly today. 
What software is supported on the VNX5500-F?
The VNX5500-F supports the same software as a standard VNX5500. However, since the starter configuration contains flash drives, customers would only purchase the FAST Suite if they are planning to expand the VNX5500-F into a tiered storage array.
What is the competitive positioning?
The VNX5500-F competes with traditional hard disk and flash disk array competitors such as Huawei and Dell. In addition there are a number of all-flash array vendors including Pure Storage, Nimbus Data, NexGen, and WhipTail. Note that the VNX5500-F does NOT compete with network flash appliances (Texas Memory Systems, Violin) or server based flash (Fusion IO, EMC "lightning") The following table illustrates the competitive positioning:
	
	EMC VNX5500-F
	Dell EqualLogic
	Huawei Symantec
	Pure Storage
	Nimbus

	Performance
	178K IOPS
0.8 ms latency
	IOPS improved 60%
	170K IOPS
0.8 ms latency
	200K IOPS
<1 ms latency
	800K IOPS
0.2 ms latency

	Protocols
	FC, FCoE
iSCSI
CIFS, NFS
	iSCSI
	FC
	FC
iSCSI
	FC
iSCSI
Infiniband
CIFS, NFS

	High Availability
	RAID
Redundant throughout
	RAID
Dual controller
	RAID
Dual controller
	RAID
Redundant throughout
	Redundant throughout

	Reliability
	99.999%
	unknown
	unknown
	unknown
	unknown

	Snaps
	Yes
	Yes
	No
	No
	Yes

	Replication
	Yes
	Yes
	No
	No
	Yes

	FAST
	Yes
	No
	No
	No
	No

	Data Services
	Dedupe
Compression
Thin prov.
	Thin prov.
	None
	Dedupe
Compression
Thin prov
	Dedupe
Thin Prov.



How does the VNX5500-F compare to traditional hard disk array vendors Huawei and Dell?
While the VNX5500-F has similar performance, it delivers higher availability, both block and file protocols, and advanced efficiency services like compression. Another key differentiator is the ability to upgrade to tiered storage and FAST.
How does the VNX5500-F compare to the new all-flash array vendors Pure Storage and Nimbus?
The key difference is that products from these start-ups are not built for mission critical applications. Pure Storage and Nimbus lack the high availability features that OLTP applications require. VNX5500-F is designed for 99.999% availability, end-to-end data integrity, proactive sparing, snapshots and replication. EMC has built these into the product over many years of development -- they cannot be added in overnight. 

VNX and the Google Search Appliance - Sales
What are we announcing with VNX and Google?
We are announcing integration with VNX and the Google Search Appliance that results in more up-to-date search engine indexing. 
What customer benefits are there from using VNX with the Google Search Appliance?
VNX integration with the Google Search Appliance (GSA) ensures new and changed files are indexed sooner, meaning the search results are more current.
On-the-fly indexing (hours to minutes)
New files are available in search results sooner 
More up- to-date search results for end users  increased employee productivity
How do customers get the VNX and Google Search Appliance integration?
Customers will purchase the VNX system (VNX5300, VNX5500, VNX5700 or VNX7500) plus Security & Compliance Suite (or Total Efficiency Pack) from EMC. Additionally, customers must purchase the VNX Google Search Appliance Connector from EMC. The VNX Google Search Appliance Connector is applied to the VNX Event Enabler to enabler the Google Search Appliance integration. (Customers who already have VNX and the Security and Compliance Suite need purchase only the “VNX Google Search Appliance Connector” ) Customers will purchase the Google Search Appliance itself from Google. 
When will the VNX and Google Search Appliance integration be available?
The “VNX Google Search Connector” add-on to the Security & Compliance Suite will be available in Q3 2011.
Will the Google Search Appliance integration be available for Celerra?
Yes, the “VNX Google Search Connector Appliance” add-on will work with Celerra Event Enabler for Celerra systems.
Will the Google Search Appliance integration be available for VNXe?
No, VNXe does not currently support the event notification feature of VNX Event Enabler.	
Does NetApp have something similar with VEE like integration?
NetApp has an fPolicy API but has done no integration work with Google. No other storage vendor offers something comparable to the VNX integration with Google Search Appliance.

Use this integration as another VNX differentiator.

[bookmark: VNX_Series_Technical_Questions]VNX Series Technical Questions
What are the key technical differences between the VNX series and the current CLARiiON and Celerra unified products?
The main differences are:
Disk processor enclosure for the VNX5100, VNX5300, and VNX5500 versus CLARiiON CX4-120 and CX4-240 storage processor enclosure for reduced cabinet footprint and reduced cabling. 
The VNX series DPE includes eight built-in ports of 8 Gb/s Fibre Channel host I/O and two 6 Gb/s SAS back-end buses (via 2 ports per SP). SAS supports up to 250 drives per SAS bus
VNX series uses 6 Gb/s four-lane SAS drive bus infrastructure versus 
4 Gb/s single-lane drive bus infrastructure
SAS and NL-SAS drives are supported, while Fibre Channel and SATA drives are no longer supported.
Following current best practices, it is recommended that NL-SAS drives be configured with RAID 6. This applies to all drives equal to or greater than 1 TB and is applicable to both classic RAID groups as well as pool LUNs. Unisphere, through the GUI, has been enhanced to remind customers of RAID 6 recommendation
2U 25 2.5” drive DAE and DPE available for increased density
2.5” flash drive support
900 GB 10K rpm SAS,1, 2 and 3 TB 7.2K rpm NL-SAS support
Support for the new Dense rack with 60 drive dense DAEs
A new high bandwidth option - ability to add a four port 6Gb SAS UltraFlex I/O module pair for additional backend connectivity to the VNX5500 
Four (file-only or unified) VNX platforms are available instead of just three for Celerra family.
Supports 4-port 1 Gigabit BaseT iSCSI versus dual-port copper 1 Gigabit Ethernet iSCSI
Asymmetric Logical Unit Access (ALUA) will be the default failover mode versus optional mode today. 
ALUA is Asymmetric active/active with both paths presented as active and both paths can receive I/O. The path to the storage processor that owns the LUN is called optimized, while the other is called non-optimized as I/Os are redirected to the owning storage processor through CMI (inter-storage processor link).
VNX series is more energy-efficient per terabyte.
New unified management with Unisphere 1.1:
System-level dashboards
Unified physical capacity view block
Merged file and block screens
Common commands on subsection tabs
Unified roles
Capacities per X-Blade for all VNX series models is increased to 256 TB (besides the VNX5300, which can support up to 200 TB.)
Should I use RAID 6 with heterogeneous disk types in a pool?
When configuring heterogeneous pools (where large capacity drives are used as a component in a tiered, high performance pool using FAST to manage the dynamic workload), the RAID selection should be driven by your customer’s preference: 
If the customer preference is to optimize for reliability, use RAID 6.
If the customer preference is to optimize for performance and/or cost , use RAID 5. 
Does VNX support drive spin-down? 
Yes, VNX supports drive spin-down for all drives except the 300GB 10K rpm 2.5”, 300GB and 600GB 15K rpm 3.5” drive. Note: Spin down is NOT supported in virtual pools.
Which drive types are supported as vault drives?
All VNX series systems support 2.5”/3.5” 10K rpm and 3.5” 15K rpm drives as vault drives. While Flash drives are not supported as vault drives for the VNX series, near line SAS drives will be offered as vault drives for VNX5100, VNX5300, and VNX5500
How many vault drives are required and how much space is reserved for vault operations?
Approximately 192 GB on each of the first four drives is reserved for vault operations and cannot be used for user data. This space is reserved for the write cache vault as well as the operation of the environment. The remaining space on the vault drives can be used for whatever your customers wants or even be built into a standard RAID group (virtual pools are not supported for vault drives). Note: The 5100 and 5300 always ship with a base drive configuration of 6 and 8 drives, of your specification, respectively. In each case, 4 of these drives are used as vault.
Can 3.5” drives as global hot spares to replace 2.5” drives?
Yes this is possible. A 3.5” drive can be a hot spare for a 2.5” drive and vice versa.
What are some of the flash drive considerations to be aware of?
For optimum platform performance, the aggregate quantity of flash drives (for FAST cache and LUN/Pool use) should be spread evenly across the available Back end (BE) SAS buses. Note that factory built VNX5700 and VNX7500 with 4 BE SAS buses will have flash drives installed evenly across two “Primary” DAEs connected to SAS ports 0 and 2 if there are more than 8 flash drives on the sales order. Factory built VNX7500 will employ up to three Primary DAEs to house 16 to 24 flash drives and four Primary DAEs for > 24 Flash drives. Note that as a “Primary” DAE connected to bus 0 is also a vault DAE, the flash drives for VNX5700 and VNX7500 must be of the same form factor as the Vault drives. Currently only 3.5” Flash drives are orderable but 2.5” flash drives will be orderable in early Q3 meaning Primary DAEs can be of the 25x2.5” drive form factor. Flash drives for VNX5100/5300/5500 do not need to be of the same form factor as vault drives so 3.5” flash drives can be ordered for 25x2.5” DPE based systems (and vice versa in early Q3 when 2.5” flash drives are orderable). Note that the factory shipped flash drive slot assignment may require alteration to optimize performance for the customer configuration.
Which UltraFlex I/O modules are available on the new VNX series? 
The X-Blades and storage processors are different.
For the X-Blades, there are four UltraFlex I/O module options: 
Four ports x 1 Gb BaseT
Two ports x 1 Gb BaseT + two ports 1 Gigabit Ethernet optical
Two ports x 10 Gigabit Ethernet optical
Two ports x 10 Gigabit Ethernet Twinax
For the storage processors, there are five UltraFlex I/O module options:
Four ports x 8 Gb Fibre Channel
Four ports x 1 Gb BaseT iSCSI
Two ports x 10 Gigabit Ethernet optical iSCSI
Two ports x 10 Gigabit Ethernet Twinax iSCSI
Two ports Fibre Channel over Ethernet
Does EMC still support classic FLARE RAID LUNs with the VNX series? 
EMC will support classic FLARE LUNs in the VNX series, although customers are encouraged to move to pooled LUNs for improved capacity efficiencies and to take advantage of current pool-dependent functionalities such as FAST VP and Block Compression. In addition, many future data efficiency services will be built on top of storage pools. VNX series LUNs will be configured as thick LUNs by default.
Are EMC racks required for any of the VNX platforms?
All VNX series platforms can be shipped and installed in either an EMC 40U rack or in a customer-provided rack/cabinet.

Note that the new 60 drive dense DAE will ship in the new 40U dense rack. Installment in customer racks requires an RPQ.
To what VNX systems does the 256 TB capacity per X-Blade apply?
As of January, all the new VNX series systems supporting file can be configured with up to 256 TB usable file capacity per X-Blade; the only VNX series system that will not be able to support 256 TB is the VNX5300 as it will only be able to support up to 200 TB.
Does this increased X-Blade capacity apply to the legacy Celerra platforms?
No, the NS platform limits remain the same. 
Does this mean I can address fully configured, file-only VNX systems across the whole VNX series?
Yes, in all cases, the 256 TB X-Blade limit, in conjunction with the maximum number of X-Blades supported per platform, ensure that file-only systems can scale to maximum physical capacity, which was not always possible with the smaller Celerra systems.
As an example, if you require 700 TB of NAS, a VNX5700 can be configured with up to 1 PB of raw capacity or approximately 700 TB usable capacity from 500 x 2 TB drives with three active X-Blades, and the total capacity can be presented as file data. With the prior Celerra generation, this was not possible and often required positioning a more expensive configuration than was strictly needed. Note: In some cases, such as the 125-drive VNX5300, it will not be possible to reach the 256 TB per blade usable capacity.
Are there any performance considerations with configuring 256 TB per 
X-Blade?
There are always performance considerations. The new capacity limits do not remove the need for due diligence in the capacity planning of new systems. The VNX systems are significantly more powerful than their predecessors and introduce increased memory, which allows EMC to support increased capacities. Consideration should be given to file system limits when configuring maximum capacities.
Are file system counts and limits increased with the introduction of the new capacity limits?
No, the limits for file system size, total number of file systems, maximum number of files, snap limits, etc. are not changed.
[bookmark: Unisphere_Technical_Questions]Unisphere Technical 
Can my customer build a domain with more than one VNX series model?
Yes, VNX supports multiple systems in a domain and multiple domains with patch 1.1.25

Note: Before the patch, in Unisphere 1.1.0, each individual VNX series system would be in its own domain and all legacy systems would be in their own domains (e.g., if you have three VNX series systems and three CLARiiON CX4 systems, you will need four Unisphere screens to visualize all the systems). This restriction is removed with [patch 1.1.25.
Can I add VNXe systems to a storage domain? 
VNXe systems running Unisphere 1.5 will not participate in storage domains.
Will the VNXe series and VNX series have user roles in common?
Yes, they will have a set of common user roles—Administrator, Storage Administrator, and Operator will be available on both systems.
What software changes have been made to provide a more complete and seamless unified customer experience?
Unisphere 1.1 introduces merged management screens to complement the VNX unified design and provide a continued focus on reducing the time and number of decisions necessary to complete a management task. 
Each VNX series system will be represented as a single entry in Unisphere, complete with a new icon
Monitoring and management tasks are unified 
System-level dashboards have been introduced with Unisphere 1.1, which allow users to view and drill down on key system information
The number of top-line tabs has been reduced and included more subheading and common commands in the drop downs to minimize the number of clicks required to complete a task
Service and support tools for file and block services have also been merged into a single installation tool and a single Unisphere Service Manager for VNX systems. 
Will Unisphere 1.1 be able to manage legacy systems? 
Yes the Unisphere 1.1.25 patch release and later releases will be capable of complete management of systems running FLARE 23 and up and DART 6 and up including DART based iSCSI on Celerra.
Can I disable Storage Groups in Unisphere?
Storage Groups have become so common that EMC has made them a standard feature and eliminated the need to enable them during installation. If you believe you have a use case that requires that Storage Groups be disabled, you can request support through an RPQ. 
Why don’t I see all the systems in the System List drop down in Unisphere?
The System List drop down contains no more than 10 systems at a time. If you have more than 10 systems under management, the list will actively change to display those systems you have accessed most frequently. The System List view block will always display all systems. Also if this is a multi Domain configuration and your credentials are not identical in scope or username you will need to log in to all Domains to view all systems. Check the Domain tab
Which advanced data services are supported for file services with VNX series? 
The advanced data services that will be supported for file will be thick LUNs, thin LUNs, FAST VP, and Compression. In addition, EMC does not deprecate any of the file-side functionality so all existing file-level data services, including virtually provisioned file systems, VNX File-Level Retention, file tiering using EMC Cloud Tiering Appliance (CTA) , and file-level deduplication/compression, will continue to be available. For file data, the best practice at this time is to use file side Thin Provisioning and Deduplication/Compression functionality, rather than the equivalent block side functionality.
[bookmark: FAST_Technical_Questions]FAST Technical 
How is FAST VP different from FAST?
There is no technological difference between the previously announced FAST and FAST VP, except sub-LUN tiering support for file. 
How is VNX FAST VP different from Symmetrix FAST VP?
Symmetrix FAST VP differs from VNX FAST VP in the following key ways:
Symmetrix FAST VP granularity is as small as 768 KB, although more typically is 7 MB for promotion (demotions can occur for extents up to 360 MB), and VNX FAST VP manages data movement in chunks of 
1 GB. Note: VNX can utilize FAST Cache in conjunction with FAST when additional fine-grained data management is required (64 KB).
The concept of pools is slightly different with Symmetrix FAST VP and VNX FAST VP. Symmetrix FAST VP tiers across storage pools, whereas VNX FAST VP tiers within storage pools. Both implementations allow customers to tier across drive types for heterogeneous, sub-LUN tiering. 
Symmetrix FAST VP provides a filtering facility to exclude periods that LUN activity will not be monitored. This allows users to exclude periods that are non-representative of “value” workloads (e.g., data warehouse loads, etc.). The VNX FAST VP algorithm, on the other hand, includes all workload periods. In most cases, this is not a problem as backups and data validation-type workloads tend to affect all the data equally (nullifying any contribution to specific chunks of data) or acts on new data, such as incremental backup (which is generally active anyway).
Symmetrix FAST VP is designed to provide a more responsive solution due to its more regular data movement and smaller data granularity. VNX series packages FAST Cache with FAST VP through the FAST Suite to best enable users to leverage FAST Cache in conjunction with FAST VP. This addresses I/O load spikes between data migrations, which is less relevant with Symmetrix, given the substantial cache that comes standard with Symmetrix.
In most cases the recommendations for drive tier mix with FAST VP, whether using VNX or Symmetrix with file workloads, is the same. The Tier Advisor tool can be used to better size a specific Symmetrix or VNX configuration.
How is file data supported with FAST VP for VNX series platforms? 
In VNX Operating Environment for file 7, file data is supported on LUNs taken from pools with FAST VP configured on both the VNX unified and Symmetrix with gateway systems. The VNX Operating Environment for File will place all LUNs from a single pool in an identically named file storage pool and assign and report disk types in Unisphere as follows:
LUNs in storage pool with single disk type
Extreme performance (Flash drives)
Performance (10K and 15K rpm SAS drives)
Capacity (7.2K rpm NL-SAS)
LUNs in a storage pool with multiple disk types (used with FAST VP)
Mixed
LUNs that are mirrored (mirrored means remote mirrored through MirrorView or RecoverPoint)
Mirrored mixed 
Mirrored performance 
Mirrored capacity 
Mirrored extreme performance 
Beyond the disk configuration information, LUNs will be assigned and report attributes related to the data services set for them, such as thin, thick, FAST VP, etc.
VNX file configurations, for both Symmetrix and CLARiiON, will not expressly forbid mixing LUNs with different data service attributes, although users will be warned that it is not recommended to mix due to the impact of spreading a file system across, for example, a thin and a thick LUN. A warning will also be issued if a file system is required to span multiple pools. Note: VNX file configurations will not allow mixing of mirrored and non-mirrored disk types in a pool (if attempted, disk mark will fail).

NOTE: With VNX operating enviornemtn (VNX OE) for file V7.0.3x, availability in late Q3, changes have been made to Automated Volume Management (AVM) to improve the performance of file on Virtually Provisioned pools (for more detail, please see FAQs below)
Are Virtual Pools and FAST VP a Best Practice for file data?
This choice is up to the customer. Where the highest levels of performance are required, it is recommended to maintain the use of RAID Group LUNs for file. Prior to VNX OE for file V7.0.3x, the use of Thick LUNs was sub-optimal if using AVM and even when using manual volume management (MVM), was not recommended for high performance applications. With VNX V7.0.3x and later code versions, AVM (along with some additional configuration considerations around numbers of LUNs etc) can now be used to deliver a performant file based solution.

How is FAST VP for file managed?
FAST VP for file is supported in Unisphere and the CLI. All relevant Unisphere configuration wizards support a FAST VP configuration.
The VNX Provisioning Wizard (aka, Celerra Provisioning Wizard pre-VNX) in the VNX Installation Assistant for file/Unified (aka, Celerra Startup Assistant pre-VNX) does not support FAST VP for file configuration. 
The process for implementing FAST VP begins with provisioning LUNs out of a pool with mixed tiers that are placed in the protected Celerra Storage Group and made available to VNX file components for use as file storage space. The file system creation utility in Unisphere is then used to allocate the file system from the file storage pool. The FAST VP policy that has been applied to these LUNs will operate as it does for any other LUN in the system, dynamically migrating data between storage tiers in the pool.
How do the thin provisioning performance overheads influence product positioning?
With the VNX series, customers can choose thick or thin provisioning when using pools. EMC generally recommends thin LUNs for the simplest and most cost-effective provisioning, and thick LUNs, which have performance comparable to RAID Group LUNs, for I/O intensive environments. 

Best practices for file, at this time, are to configure file systems on thick pool LUNs (or RAID group LUNs for absolute maximum performance). If capacity optimization is required, users should leverage file side thin provisioning (and/or file side compression and deduplication if required) to optimize capacity while maintaining performance
What pool recommendations or best practices exist for configuring FAST VP for file?
The best practices for using Pools with file data are as follows:
The entire Virtual Pool should be allocated to file systems
The entire virtual pool should use thick LUNs only
Recommendations for Thick LUNs:
1 Thick LUN per physical disk in Pool
Pool LUN count divisible by 5 to facilitate striping
Balance SP ownership
All LUNs in the Pool should have the same tiering policy
Needed to support slice volumes
Prior to VNX OE for file V7.0.3x, the use of While Automated Volume Manager was not optimal due to the fact that AVM would concatenate volumes as opposed to striping and slicing. Wherever possible upgrade to V7.0.3x prior to implementation. If this is not possible, a cost effective professional service to implement Manual Volume Management can provide reasonable performance configurations by creating stripe volumes manually and building user defined pools. For more details on optimal configuration of file with pools, please refer to the following publically available SPEED documents:
USPEED Quick Brief – VNX OE File 7.0 Pool Creation Walkthrough v1.0
VNX OE File 7.0 Usage of Pool LUNs
These documents are available at http://speed.corp.emc.com/ . Navigate here and from the product list in the left hand pane, select Unified Storage for a list of publically available SPEED documents.
How does Automated Volume Manager use Pool LUNs with VNX OE v7.0.3x?
The new AVM strategy will consume LUNs as follows:
Given a set of available LUNs from a mapped pool, AVM will first divide up the set into thick and thin LUNs and first attempt to find the space among the thick LUNs (Please note that best practices suggest to NOT use thin LUNs, although AVM does not reject their use)
AVM will try to stripe 5 LUNs together, with the same size, same data services, and in an SP balanced manner. If 5 LUNs cannot be found, AVM will try 4, 3, and then 2.
AVM will prefer selecting SP balanced LUNs over homogeneous data services.
If thick LUNs cannot be found to satisfy the above, the same search will be implemented for thin LUNs.
If AVM cannot find thin LUNs to stripe, it will then try to concatenate thick LUNs to meet the size requirement.
If AVM cannot find thick LUNs to concatenate, it will try to find thin LUNs to concatenate
If AVM cannot find thin LUNs to concatenate, it will then try to concatenate thick and thin together to meet the size requirement. If this still fails, the file system creation/extension will fail.
Notes: For filesystem extension, AVM will always try to expand onto the existing volumes of the file system. However, if there is not enough space to fulfill the size request on the existing volumes, the additional storage will be obtained with the above algorithm and an attempt will be made to match the data services of the first used LUN of the file system.
Also note that if there are LUNs with differing file service attributes in a pool (thick/thin, compressed/uncompressed), users will be warned of this fact following the creation of the file system. 
For Symmetrix, the following rules apply:
Try to stripe eight same-size disk volumes if that fails, try four and then two
No slicing unless requested
The pools that are mapped will be treated as standard Automated Volume Management pools
What performance improvement can be expected with file on Virtual Pool LUNs using AVM with VNX OE V7.0.3x compared to prior V7.0 releases?
Prior to V7.0.3x, the performance impact of using AVM on Pool LUNs compared to RAID Group LUNs varied between 30% and 60% (depending on the number of LUNs used). Based on our current experience, the performance impact of using thick pool LUNs compared to RAID group LUNs (with VNX for File V7.0.3x and above) is typically around 10%, although mileage could vary in some specific use cases.
[bookmark: VNX_Google_Technical][bookmark: General_VNX_Technical_Questions]VNX and the Google Search Appliance - Technical
How does the Google appliance work? 
The integration relies on VNX Event Enabler (part of the VNX Security & Compliance Suite) which pushes event notifications to the Google Search Appliance (GSA) via the VNX Google Search Appliance Connector when files are created or changed. These alerts cause the GSA to update its search index on-the-fly, making new files available in end user search results within minutes.

Typically, when files are created or changed, the search index will not reflect the changes until a new crawl is conducted and the index is updated – it can be several hours before the index is updated and an end user search returns the new file. With VNX Event Enabler integration, a notification is pushed to GSA when files are added or modified, this forces GSA to re-crawl and enables GSA to conduct the crawl much faster because it tells GSA exactly what to search, the index is updated within minutes and any new search results will include the new file. 
What type of performance improvement can be expected?
The Google Search Appliance periodically crawls the file shares and updates the search index. This event can typically take several hours. The VNX integration forces GSA to recrawl sooner and provides it the information to crawl only file shares where changes have occurred. In lab testing on systems with millions of files we have seen an improvement in search index updating from minutes to hours. 	
General Technical
Are Navisphere and Celerra CLI still supported on VNX?
Yes, VNX systems are compatible with scripts prepared for CLARiiON CX4’s and Celerra NS platforms. The CLI manuals have been renamed Unisphere CLI for Block and Unisphere CLI for File but the necessary clients, operational set up, command strings and invocations of commands are unchanged.
.

Why can there not be a single FCoE link to transfer all the protocols if the boxes are “unified”?
EMC provides you the flexibility to make choices throughout the life cycle of your VNX while not introducing ‘risk’ around connectivity expansion. The beauty of the VNX series unified modular architecture is that it is flexible, scalable, and powerful. Block protocols are intended for low latency, high performance I/O, and in EMC’s VNX systems all block-based connectivity is handled by the block level storage modules. EMC has led the market with high density, modular, and non-disruptive I/O modules. EMC still leads the market with the number, density, and bandwidth provided by the I/O modules. For customers considering next generation converged, high bandwidth use cases, the key questions are “is the storage array able to support the bandwidth that my hosts can generate” and “can I easily, non-disruptively add more.” With VNX the answer is “yes.”
What is the VNX file system limited per volume?
A maximum of 16 TB per file system. VNX targets mid tier customers requiring general purpose midrange geometric scale. Isilon is EMC’s offering for big data and massive horizontal scale and delivers better ease-of-use, scalability, and TCO than competitive offerings.
While the VNX limit is16TBs per volume, many customers simply have many NAS use cases involving multiple volumes and hundreds of TBs of data where it is rare for a single volume to exceed 16TBs. For these customers, VNX continues to be a market leading solution. Where >16TB volumes is the primary driver, Isilon is EMC’s offering. While some midrange NAS vendors allow file systems larger than 16TB, those architectures introduce caveats or limitations around the value add features , like deduplication. EMC takes a more conservative approach with VNX to ensure customers are not forced to choose between using deduplication and compression with file systems larger than 16TB in size.
Can I now share a volume between X-Blades?
Each stateless VNX X-Blade owns its set of volumes and file systems, enabling optimal performance while supporting sharing volumes/file system with a peer data mover to facilitate failover. X-Blades (Data Movers) can share file systems in read-only mode or X-Blades can be re-balanced by simply re-mounting file systems between different blades. Where a true single name space model is required, Isilon is a better fit. 
If another storage vendor tells you their systems support this functionality, be sure to ask which software version is required. It may be on a specialized version, available to most customers only via migration.
What is correlated stats?
Provides user the ability to quickly diagnose the cause of a performance bottleneck (correlates statistics to cause). This is an extension of the existing stats framework, and allows “file” users to get a deeper understanding of what is happening in their environment. This is useful for troubleshooting and in some situations helped diagnose the problem in minutes compared to hours.
What is the benefit of using correlated stats?
There are many statistical counters today. Each of these statical reports on specific aspect of the system – such as CPU utilization, bandwidth, latency, etc. today these reports can inform a user that their CPU utilization is above a certain threshold or that the latency has increased. However they cannot tell you why the latency is high. Correlated stats can help by pointing to the cause of the issue. For example, it can inform you which are the top NFS or CIFS clients accessing the X-Blade – from which you can find out which clients are specifically driving the CPU utilization and impacting other users. Previously geting this information required a lot of forensics involving hours. 
How do you order correlated stats?
Correlated stats is an extension of the file stats CLI and is available only for file use cases. Block users can use Unisphere Analyzer (part of the FAST Suite) for troubleshooting. 

There is no separate license for correlated stats – it is included as part of the base operating system license. It is available on all VNX file or unified systems. You invoke it through the stats CLI commands.
What is a ~filestorage Storage Group?
VNX series storage objects that support file systems will be located in a special private Storage Group named “~filestorage.” There is only one of these Storage Groups on a VNX system. It contains the LUNs used to store the VNX Operating Environment for File 7, and data LUNs that support 
X-Blades and the X-Blade initiators.
How is the protection of the ~filestorage Storage Group enabled and managed? 
The ~filestorage Storage Groups are protected programmatically by Unisphere. The user will be prevented from performing management tasks that are certain to cause trouble and are warned about actions that might be appropriate under controlled circumstances. For instance:
Once added, an X Blade initiator cannot be removed from a ~filestorage Storage Group
LUNs in ~filestorage Storage Groups cannot be expanded at all
LUNs in ~filestorage Storage Groups cannot be migrated unless the target LUN size is identical
LUNs containing the X-Blade operating system cannot be removed from a ~filestorage Storage Group
User will be warned about removing data LUNs, but can proceed after accepting the warning
Open system initiators are not allowed to be added to ~filestorage Storage Groups
What specific block and file enablers are available, and how are they installed?
VNX series systems will have both file and block enablers, which will be factory installed. These enablers will turn on small subsets of management features related to file and block services. Unified systems will have both enablers installed. The file enabler will activate file system-related controls in Unisphere. The block enabler will activate the ability to attach open system hosts to Storage Groups. The vast majority of the Unisphere user interface, including access to optional features, will be available and functional on all system types.
What file quota improvements are available in VNX Operating Environment?
The following improvements have been made:
Online Quota Check Tool: Users may sometimes detect an inconsistency between the reported quota usage and actual usage of a file system. The Online Quota tool will update the tree, group, and user usage statistics while keeping file system online. This tool provides a new CLI command that keeps the file system online while it re-calculates the quota usage.
Enable Quotas on Non-Empty Directories: Allows user and group quotas to be enabled on an existing non-empty directory. The current nas_quota CLI and GUI interface have been enhanced to allow quotas on an existing non-empty directory. 
Increase Quota Limit to 256 TB: This feature allows the quota limit for file size to be increased from 4 TB to 256 TB. Both CLI and GUI support the setting of new limits.
Are these improvements applicable to hard and soft quotas, as well as user-, group-, and directory-level quotas?
Yes, these improvements are applicable for both hard and soft quotas. The Enable Quotas on Non-Empty Directories feature is for user and group quotas only. The Online Quota Check Tool and Increase Quota Limit to 256 TB feature can be applied to user-, group-, and directory-level quotas.
Why is the quota limit increased to 256 TB when I can only address 16 TB?
Even though the VNX series file server can support only up to a 16 TB file system size, VNX FileMover and Cloud Tiering Appliance, customers can actually have more than 16 TB of logical data for a single folder. Increasing the quota limit allows customers to specify quotas on the entire entity, including the data that has been archived. 
Can I also have nested directory-level quotas?
No.
What is Checkpoint Scheduling Relative Name Convention, and what is its value?
This feature gives customers the ability to assign more descriptive names to their snapshots and attach a sequence number for easy tracking purposes—for example, ORA_PROD_Nightly.1, ORA_PROD_Nightly.2, etc. In addition, this feature also allows customers to easily reference snapshots in their scripts.
What is Group Policy for file system security?
Group Policy is a feature of Microsoft Windows that allows centralized policy based management and configuration of computers and users in an Active Directory environment from a Windows domain controller. Using a mix of group policy and local policy, Windows customers can set access policies on files and directories on all servers (including the VNX file server) in the domain. 
VNX series provides a GUI tool that will directly apply the Group Policy security settings to the VNX file systems. This will have the same effect as applying the security update from a Windows Server, but it will take a significantly shorter time to do so on large and deep directories, because the security settings are managed locally on the Data Movers. This feature will work with Windows Server 2000, 2003, and 2008.
What are the maximum number of NDMP streams on a VNX?
Only the VNX5500, VNX5700, and VNX7500 support 8 GB or more of X-Blade memory which is required for a maximum of 8 NDMP streams. The VNX5300 only supports 6 GB of X-Blade memory, thus it supports a maximum of 4 NDMP streams and not 8.The VNX5100 is Block-only, thus N/A.

	VNX model
	Maximum number of NDMP streams

	VNX7500
	8

	VNX5700
	8

	VNX5500
	8

	VNX5300
	4

	VNX5100
	n/a


How should we counter NetApp's claim to support file system shrinking?
When competing with NetApp and file system shrinking comes up, it helps to highlight the similarities in the technologies with a specific focus on the different terminology each uses. This is especially true in the case of NetApp's misleading claims about file shrinking.
Both EMC and NetApp have physical buckets and virtual or logical buckets for data, although they call them different names.
Neither can shrink the physical bucket. Both can shrink the virtual bucket. Each accomplishes the same purpose, though they use different terms to describe the entities and processes involved.
The following simple explanation has worked well with customers:
Both EMC and NetApp can create a physical bucket (of storage) and a virtual bucket. EMC calls the physical bucket a file system. If you add storage to the EMC file system, you can’t take it away. NetApp calls their physical bucket an aggregate. Similarly, if you add storage to the aggregate, you can’t take it away.
EMC can make a physical bucket that is 16TB usable. NetApp can make a physical bucket that is 16TB raw (or about 12TB usable); Both create a virtual bucket (of storage). A virtual bucket is just space carved out of the physical bucket. An administrator can manipulate the “total” storage available to users. Users can “grow” and “shrink” the virtual bucket simply by modifying a parameter. It doesn’t really shrink the storage, it just changes what’s displayed to users.
EMC calls this virtual bucket a “Tree Quota”. NetApp calls this virtual bucket a “FlexVol”. Both have very similar functions from a business function perspective
What software changes have been made to legacy NS and CX4 platforms since VNX launch?
In addition to the inclusion of many fixes to both FLARE 30 and DART, we have released language packs (Chinese, Korean, Japanese) to support localization of Unisphere and associated management components. Always use the latest available code versions for both FLARE and DART.
In April, a new version of Celerra DART software V6.0.41, was made available. There are new features as well as features that include functionality originally delivered, or forthcoming on the VNX and now back-ported to the legacy platforms. This new version of DART offers the following new functionality to the NS platform (and covered in detail above):
Performance problem collection tool – speeds the collection of critical information for EMC troubleshooting of performance issues
Checkpoint scheduling relative name convention (See above)
>4TB Quotas. This feature allows the quota limit for file size to be increased from 4 TB to 256 TB. Both CLI and GUI support the setting of new limits
Enable Quotas on Non-Empty Directories: Allows user and group quotas to be enabled on an existing non-empty directory. The current nas_quota CLI and GUI interface have been enhanced to allow quotas on an existing non-empty directory
Online Quota Check Tool: Users may sometimes detect an inconsistency between the reported quota usage and actual usage of a file system. The Online Quota tool will update the tree, group, and user usage statistics
Symmetrix Enginuity 5875 tolerance. This solution does not support new Symmetrix specific functionality such as FAST VP
Replicator V2 incremental attach. The feature is required to avoid a time consuming and costly NDMP tape transport or WAN-based full data copy of all replicated file systems when replacing either source or target Celerra in a Replicator configuration, with a next gen platform. 
CPU Utilization threshold alerting. An option to allow customers to receive automated notifications (snmp traps and/or email) if a DART CPU utilization crosses certain threshold for a set period of time. customers will also be notified if such conditions are no longer applicable and the CPU utilization subsides to a normal level.
[bookmark: VNX_Series_Gateway]VNX Series Gateway
Are the VG2 and VG8 gateway models part of the VNX family?
Yes, they are part of the VNX family, and specifically the VNX series. That said, the transition and name change from Celerra family to VNX family will occur throughout 2011. While new VG2/VG8 systems will still be ordered in the VG2 / VG8 Direct Express and Channel Express ordering wizard, they will ship with VNX series bezels and with VNX Operating Environment for File7.0. Converting a Celerra VG2-VG8 to VNX Operating Environment for File V7.0, is currently only available as a break- fix engagement.

Note: the licensing and ordering of VNX gateways and supporting software has not changed.
Why are the gateway models now part of the VNX series?
It further strengthens the VNX series portfolio and helps EMC VNX deliver industry record breaking performance. 
What changes have been made to the VNX VG2 and VNX VG8 as compared with the Celerra VG2 and Celerra VG8 gateways?
If a VG2 / VG8 gateway is running VNX Operating Environment for File V7.0, it will also support any other VNX model for storage; e.g., a VG2 running the VNX Operating Environment for File V7.0 will support a VNX5100.

Planned for September is support for the VG2 and VG8 of VMAXe (and Replicator is recommended for remote replication of file-based data with VMAXe).
Can I upgrade my Celerra NS-G2 or NS-G8 to a VNX VG2 or VNX VG8?
Yes, we now offer conversion kits from the NS-G2 to the VG2 and the NS-G8 to the VG8. The Celerra Procedure Generator contains the specific instructions. Ordering guidelines in the Price Book Configuration Guide detail the specific models required to perform the conversion.
Can we use FCoE with VNX Gateways
Yes, it is now possible to configure the VNX VG2 and VNX VG8 Gateways to use FCoE-based SANs in addition to the standard FC-based SANs.
Has EMC published new SPECsfs2008 performance numbers for the VNX series gateways?
Yes. In the new SPECsfs2008 NVS v3 posting of Feb 23, and the SPECsfs2008 CIFS posting on Mar 8, EMC has clearly demonstrated that the VNX series modular unified architecture is superior to other unified architectures. Utilizing a VNX VG8 Series Gateway with VNX5700 block storage platforms, EMC produced industry bests of 497,623 SPECsfs2008 NFSv3 operations per second and .96 milliseconds in overall response time. And 661,951 CIFS operations per second with an overall response time of 0.81 milliseconds.

With the NFS v3, EMC handily beat out HP (the previous leader) by 49 percent in throughput and over 40 percent in lower overall response time, and buried third-place NetApp with over 160 percent better throughput and 18 percent less overall response time. The CIFS results where over 900 percent better than that published by NetApp.

These results mark a significant improvement over the previous EMC Celerra publication (August 2010): increase of over 265 percent NFSv3 file system throughput and 360 percent increase in CIFS throughput and a decrease of 50 percent in overall NFS response time and 58 percent decrease in overall CIFS response time.
Why did we publish the performance numbers with the VNX series gateway?
EMC has now shown (and validated) that the VNX series modular unified architecture is a superior architecture to other unified architectures. The configuration consisted of a VNX VG8 with four active X-Blades and one standby X-Blade and four VNX5700 platforms configured to service all I/Os that hold the SPECsfs2008 data set (the higher the performance the larger the data set)
The latest SPECsfs2008 published numbers are very impressive; what exactly does that mean for my customers?
It means that the VNX modular unified architecture is a superior architecture (with this publication EMC used the same VNX components that comprise the new VNX series of products).

The high SPEsfs2008 NFS (CIFS) OPs can translate into higher performance for I/O intensive workloads such as general file serving, Data Base and Virtual environments

The low overall response time reduces the time that an application or user waits for storage which can result in faster response and faster applications
Where can I find out more about the new SPECsfs2008 performance numbers and their impacts?
Contact your local USPEED resource.

[bookmark: VNXe_Series_Sales_Questions]VNXe Series Sales Questions
What is the difference between VNXe3300 and VNXe3100? 
The VNXe3300 has greater scalability and performance than the VNXe3100.
	Features
	VNXe3100
	VNXe3300

	Form Factor
	2U
	3U

	Drives
	12-drive enclosures
	15-drive enclosures

	Scalability
	Up to 96 drives
	Up to 120 drives

	Performance
	Dual-core Intel Xeon with 
4 GB or 8 GB memory per storage processor 
Single or dual storage processors (8 GB memory per storage processor is only supported in dual storage processors configurations)
	Quad-core Intel Xeon with 
12 GB memory per storage processor
Dual storage processors
Flash drive support
10Gige (optional)


What are the performance differences between the VNXe3100 single SP, VNXe3100 dual SP, and the VNXe3300 dual SP?
The table below gives you more information of sample VNXe model configurations supporting user loads with mix of Microsoft Exchange, SQL Server and NAS (NFS and CIFS) work loads:
	# of users
	VNXe3100
(Single SP)
	VNXe3100
(Dual SP)
	VNXe3300

	Up to 150
	12 SAS
	12 SAS
	14 SAS OR
7 SAS and 6 NL-SAS

	Up to 300
	N/A
	24 SAS
	26 SAS

	Up to 500
	N/A
	N/A
	32 SAS

	Up to 1000
	N/A
	N/A
	65 SAS or
48 SAS and 18 NL-SAS

	Exchange always on dedicated 2+3 R10 SAS RAID groups

	SQL on a 3+3 R10 SAS or 4+1 or 6+1 R5 SAS, or 4+2 R6 NL-SAS RAID groups

	NAS File shares on a 4+1 or 6+1 R5 SAS RAID group or 4+2 R6 NL-SAS RAID group


More information can be found in the Sales Advantage article entitled "Confidential Presentation: VNXe3100/VNXe3300 Configuration Sizing Guidelines" 

How should I position the VNXe series as compared with the recently announced (5/2011) VMware vSphere Storage Appliance) offer from VMware?
VMware’s VSA is for optimizing server based storage, two or three nodes, for VM storage utilization only. Whereas, EMC’s VNXe series is an integrated, unified/multiprotocol external storage solution which supports VMware and HyperV virtualization and any other application use case. Ultimately, positioning depends on user requirements: 

	Feature / capability
	VMware VSA
	VNXe

	Targeted user / administrator
	VMware Administrator
	IT Generalist/ Administrator

	Scale
	Storage in 2-3 servers
	Up to 120 spindels per array/hundereds of servers supported

	Protocol Supported
	VM only storage (NFS)
	iSCSI, NFS, CIFS

	Efficient use of raw capacity
	Limited
	Thin Provisioning and file level deduplication with cpompression; multi RAID levels

	Availability
	99.9%
	99.999%

	Impact on ESX/application server cysles
	Yes
	No

	Support VMware use cases
	Yes
	Yes

	Support non-VMware use cases (general purpose unified storage)
	No
	Yes

	Snapshots
	No - VMware-level
	Yes

	Remote replication
	No - VMware-level 
	Yes

	Thin Provisioning
	No - VMware -level
	Yes

	Virtualization support
	VMware only
	VMware and Hyper-V

	Entry list price
	~$5,900
	~$9,300

	Key selling pitch
	Virtualized server imdedded storage (3 node limit) optimization; tight integration with VMware
	Storage consolidation; full featured including virtualization integration, scales and provides advanced storage management capabilities




When will a customer be able to do a data-in-place conversion from a VNXe series platform to a VNX series platform?
Because of the architectural differences, namely VNXe series has an integrated unified approach (no separate X-Blades, Control Stations, etc.) while the VNX series has a modular unified approach (separate storage processors, X-Blades, Control stations, etc.), there are no data-in-place conversions from VNXe to VNX planned.
How should I choose among the potential configurations for the VNXe series?
If you are using highly transactional applications, such as databases or CRM applications, you should recommend a configuration that includes high-performance drives.
If lowest cost per gigabyte is your customer’s main concern, and they just want to meet their capacity requirements, you should recommend a configuration with high-capacity, low-cost drives, along with VNXe’s advanced Thin Provisioning and File Deduplication and Compression features. 
If your customer has a mix of applications and file sharing, recommend a configuration that provides a mix of high-performance and high-capacity drives.

If your customer has a defined set of data requiring high transactional performance, such as VDI boot volumes, they can take advantage of the performance of Flash drives on the VNXe3300
Can a VNXe series system be placed in a non-computer room setting?
Yes, if the customer’s location for the VNXe system meets the cooling and power environmental requirements noted in its respective specification sheet.
Which typical applications are supported by the VNXe series?
All applications are supported by the VNXe series through the generic iSCSI capability. Whether your customer is using Microsoft SQL Server, Citrix, or any CRM application, the VNXe allows storage to be easily provisioned, with a setup wizard, in a few easy steps. VNXe has integrated best practices for VMware, Microsoft Hyper-V, Microsoft Exchange, iSCSI and file servers.
When should I position the VNXe3100 as compared with Celerra NX4?
The VNXe3100 is designed for the SMB market and includes a brand new user interface designed for the IT generalist. If your customer requires a unified system that includes Fibre Channel support, the VNX5300 or Celerra NX4 should be positioned. If your customer would like a unified management console and IP host connectivity, the VNXe3100 should be positioned. 
When should I position the VNXe3100 as compared with CLARiiON AX4?
The VNXe3100 is for multiple IP connections—both iSCSI and file (NFS or CIFS)—with a high-level, wizard-based interface for setup and configuration focused on those managers not dedicated to storage. The VNXe is user-installable and user-configurable. 
Also, consider positioning the VNX5100 where there is a Fibre Channel-only need and your customer is looking for a SAS back end. 
How should I position the VNXe3100 as compared with Iomega StorCenter products?
Positioning depends on user requirements. Note both the unique and common feature sets listed in the table below:
	Unique to EMC Iomega StorCenter px12-350r
	Common to both 
px12-350r and VNXe3100
	Unique to VNXe3100

	USB
FTP, AFP, SNMP
Solid State Drives
Native Avamar Client
Ecosystem not required
More flexible RAID 0,1,10,5,6
Usable 4-drive configuration
Stocking in distribution

	CIFS, NFS, iSCSI
Local file copy
Asynchronous file replication
High-capacity drives
2U 12-drive configuration
Customer- installable
VMware, Hyper-V certified
Customer serviceable
Training not required 
Includes a 3-year basic hardware warranty (with upgrade options at an additional cost)
Orderable in Channel Express
Localization
	More than 12 15K drives
Deduplication, snapshots, VNX File-Level Retention, Thin Provisioning
I/O expansion
Dual controller availability
Application performance
Application-enabled management
iSCSI asynchronous replication
Comprehensive ecosystem


What are the performance expectations for the VNXe series?
Through EMC’s integrated best practices, the VNXe series was designed to deliver optimal performance for key applications typically found in the SMB market, such as Microsoft Exchange and SQL Server, and Citrix.
Are the VNXe systems designed to be customer-serviceable?
Yes, both drives and all system components have been designed as customer replaceable units, (CRUs) and are easily replaced without tools. The Unisphere management software provides automated alerts when a component/CRU problem is detected and access to detailed step-by-step instructions and videos to assist customers if a CRU requires ordering and/or replacement..
What backup solutions are available for the VNXe series?
The VNXe series supports industry-leading backup packages, including EMC NetWorker Fast Start, Symantec Backup Exec, and CommVault Simpana. 
[bookmark: Licensing_Packaging_Questions]Licensing and Packaging 
How is the VNXe series licensed?
EMC is introducing a simple way to order the VNXe series:
The VNXe3100 can be ordered with one of eight base configurations, which allows customers to balance performance and availability with capacity and cost. It can be ordered with one of the four types of disks and either one or two storage processors. Six disks of the type selected will be pre-loaded into the disk processor enclosure. Base software is automatically included and consists of Unisphere, the protocol licenses, File Deduplication and Compression, Thin Provisioning, and snapshots (Local Protection Suite). Optional software suites can be order individually or purchased together in the Total Value Pack. 
The basic VNXe3100 (DPE) includes slots for 12 3.5” disk drives. In order to add more drives, the customer must purchase DAEs, which contain slots for another 12 drives each
The VNXe3100 can scale up to 96 drives, or one DPE with seven disk array enclosures
The VNXe3300 can be ordered in one of three dual controller configurations based on disk drive type, either with or without an EMC system rack. Base software is automatically included and consists of Unisphere, the protocol licenses, File Deduplication and Compression, and Thin Provisioning. Optional software suites can be ordered individually, or the three Protection Suite titles can be purchased together in the Total Protection Pack. 
The basic VNXe3300 enclosure contains a DPE and slots for 15 drives. In order to add more drives, the customer must purchase a disk array enclosure, which contains slots for another 15 drives.
The VNXe3300 can scale up to 120 drives, or one DPE with seven disk array enclosures.
The VNXe series systems also have software licensing in place that requires a license key to enable software features. Customers will be required to activate their license keys through the VNXe Online Portal. As part of the first step during the installation process, the customer will be directed to the VNXe Online Portal to register their products. Unisphere will also provide access to the portal for best practices, documentation, etc. Each VNXe comes with a unique serial number/product ID located on the tag attached to the DPE. This number is all that is needed to retrieve and activate license files in the Online Portal.
What software features (suites/packs) are available for the VNXe series?
The table below summarizes what is available:
	
	VNXe3100
	VNXe3300

	Management (included in base software)
	Unisphere 
	Unisphere 

	Protocols (included in base software)
	CIFS, NFS and iSCSI
	NFS, CIFS and iSCSI

	Operating Environment
	Included in base software
	Included in base software

	Base software 
	File Deduplication and Compression
Thin Provisioning
Snapshots
	File Deduplication and Compression
Thin Provisioning

	Optional Software Suites
	Security and Compliance Suite: Keep data safe from changes, deletions, and malicious activity
	Optional: WORM protection for files and anti-virus support
(Event Enabler with anti-virus and File-Level Retention enterprise version
	Optional: WORM protection for files and anti-virus support (Event Enabler with anti-virus and File-Level Retention enterprise version

	
	Local Protection Suite: Practice safe data protection and repurposing
	N/A (included in base software)
	Optional (snapshots)

	
	Remote Protection Suite: Protect data against localized failures, outages and disasters
	Optional (Replicator)
	Optional (Replicator)

	
	Application Protection Suite: Automate application copies
	Optional (Replication Manager)
	Optional (Replication Manager)

	Optional Software Packs
	Total Protection Pack
	N/A
	Local Protection Suite
Remote Protection Suite
Application Protection Suite

	
	Total Value Pack
	Security and Compliance Suite
 Remote Protection Suite
Application Protection Suite
	N/A


Note: The software titles in parentheses are just for informational purposes as EMC will not be exposing the underlying VNXe series technology to customers. 
Can I create application-consistent snapshots and replicas on the VNXe series?
Yes. You will be required to purchase the Application Protection Suite that includes EMC Replication Manager to schedule application-consistent snapshots and replicas for applications that reside on iSCSI. 
Which EMC replication technologies are leveraged by the VNXe series?
The VNXe’s snapshot technology is derived from Celerra SnapSure, and its remote replication technology is derived from Celerra Replicator. However, the customer or partner will not be able to tell which replication technology is used because Unisphere fully manages these features. VNXe will be able to replicate to Celerra and VNX (file) platforms. An RPQ is required on the VNX to support iSCSI replication from VNXe.
Note: RecoverPoint, RecoverPoint/SE and SAN Copy do not support the VNXe series.
[bookmark: VNXe_Series_Technical_Questions]VNXe Series Technical Questions
What are the major feature differences between the VNXe and VNXseries)? 
This table highlights the major features that give VNXe technology leadership in its markets and those VNX features that are not currently supported in VNXe. Asterisks indicate features currently in plan for a future release.
	Feature
	VNXe Support

	An application driven approach that embeds and automates storage and application best practices into a simplified user interface that makes the completion of everyday administrative tasks dramatically easier.
	yes

	EMC's world renowned advanced storage functionality and quality in a small (2U or 3U) form factor which includes both storage processor and disks.
	yes

	Balanced block and file storage through an operating environment that deploys both together on the same storage processor.
	yes

	Every major hardware component is customer replaceable.
	yes

	A comprehensive online support ecosystem that helps quickly resolves any issue that may arise.
	yes

	Replication
	yes - VNXe leverages Celerra Replicator technology for file & block.
- Supports “one-to-many” up to five remote sites, as long as separate file systems are being replicated.
- Cascading is not supported.

Replication Manager (RM) is required for iSCSI replication to ensure application-consistency.

Requires RPQ if iSCSI target is a VNX.

	Snapshots 
	yes - VNXe leverages Celerra SnapSure technology for file & block. Exchange requires RM for application-consistent snaps on VNXe. 
RM is not required for VMFS datastore snapshots, Hyper-V, Shared Folders or Generic iSCSI Volume Snapshots

	FC / FCoE Host Attach
	no

	NFSv4
	no, currently VNXe supports v2/v3 only

	FTP, sFTP, tFTP, pNFS
	no

	FileMover
	no

	Flexible RAID Sets
	no, VNXe has fixed RAID sets for simplicity

	VNX Event Enabler
	no, anti-virus only

	CIFS/NFS on same file system
	no*

	System Configured without NTP or DNS Server
	no, (targeted for Q4 2011 release)

	Standalone CIFS server
	 no, (targeted for Q4 2011 release)

	VDM Support
	no*

	Quotas (group, user, tree)
	 yes, through Active Directory

	Writeable file system Snapshots (file)
	no, (targeted for Q4 2011 release – VMware NFS datastores only)

	FLR-C
	no, currently VNXe support FLR-E only

	VMware Site Recovery Manager Support
	 no, (targeted for Q4 2011 release)

	VMware VAAI Support
	 no, (targeted for Q4 2011 release -NFS Only)

	NDMP Direct Attached Tape Backup
	no, currently VNXe supports 3-way NDMP, integrated checkpoints

	FAST VP
	no

	FAST Cache
	no

	
	* Currently in plan for a future release


More information can be found in the Powerlink posted article entitled “How to Position the EMC VNXe Series"
What makes the VNXe series highly available?
High availability is achieved in several dimensions:
The VNXe series system hardware uses redundant, hot-swappable power supplies and fans for continuous power and cooling.
The VNXe series also supports redundant storage processors in an active/active configuration, in which both storage processors support active workloads (versus active/ passive, in which only one storage processor in a pair is active). In the event of a storage processor failure, the surviving storage processor will pick up the workload of the failed storage processor until the failed storage processor is replaced. Once replaced, the new storage processor will dynamically assume the original workload of the failed storage processor. During a failure, both the control path (management) and data path (I/O) fail over to the surviving storage processor, and dynamically fail back when the failed storage processor is replaced.
Dual, active/active storage processors also support “rolling upgrades,” or the ability to upgrade the system software or hardware while the VNXe system is running. In a rolling upgrade, each storage processor is upgraded and rebooted separately, while the active storage processor keeps the system online.
In addition to dual active/active storage processors, the VNXe3100 also supports a single storage processor configuration with a cache protection module. In this configuration, the contents of the active storage processor’s write cache is mirrored to the cache protection module. In the event of a storage processor failure or power loss, the contents of the cache module is written to persistent memory.
The VNXe series uses cache destage to an internal flash drive to deal with power failures
What is meant by “active/active” operation in VNXe series? 
The basic availability model of a VNXe series is a set of disks addressable by dual storage processors. Under normal operating conditions, both storage processors are active and performing work. In that sense, the VNXe has an active-active model.
No components are idle or inactive during normal operations, and the system operates at full performance. However, each iSCSI LUN or NAS file system is active on one storage processor at any given time. The iSCSI and NAS data services and other critical platform services on both storage processors are continuously monitored during run time. If a problem is encountered, the failed data service is moved to the surviving peer storage processor. In the case of an storage processor failure, all the data services and critical platform services are failed over to the surviving storage processor. After storage processor failover a VNXe platform’s performance (although this is dependent on load at time of failover) can be reduced by approximately 50 percent compared to normal dual operation.
This is in contrast to active/passive failover, where the second storage processor is kept passive in standby mode during normal operation, performing no I/O, and is activated upon failure of the first storage processor. In active/passive failover, the system will operate at the same level of performance after failover as in normal mode, but at the expense of operating at 50 percent of maximum potential. The VNXe series provides only active/active operation and failover.
Note: The VNX series also has an active/active model (as is the case with the CLARiiON platform).
Can a VNXe3100 single controller configuration be upgraded to Dual controller configurations and can a VNXe3100 with 4 GB of memory per controller be upgraded to 8 GB per controller? 
Yes, kits for both scenarios are available for order on August 22nd but the order will be on "ship hold" for approximately 30 days after GA awaiting the corresponding software Service Pack's availability. The Service Pack must be applied on top of MR1 before performing system upgrades. If this Service Pack is not installed, the upgrade process will fail. The upgrade kit for single controller configurations to dual controllers upgrades a 4GB single controller model to an 8GB dual controller model. Note: Upgrade of a 4GB single controller to 8GB single controller is NOT supported. Kits for upgrade of 4 GB dual controller models to 8 GB dual controller models are also available for order. All upgrade kits are user-installable. Use the Upgrade Path in Direct Express / Channel Express configurator to insure that all required hardware and software components are available to enable a smooth upgrade experience for the customer. If you think your customer will need a dual SP configuration in the near future, recommend a dual controller configuration as their initial purchase..
Which RAID groups and disk packs are supported by the VNXe series?
All VNXe series disk packs come in pre-configured RAID groups for data protection. Disk packs come as part of the base DPE or as additionally purchased storage. The VNXe software will set up the correct RAID for each configuration. All VNXe3100s base systems (whether single or dual SP configurations) will include one of the following disk packs:
Single SP with 6x300GB SAS 15K drives (4+1 RAID 5 + Hot spare)
Single SP with 6x600GB SAS 15K drives (4+1 RAID 5 + Hot spare)
Single SP with 6x1TB NL SAS 7.2K drives (4+2 RAID 6)
Single SP with 6x2TB NL SAS 7.2K drives (4+2 RAID 6)
Dual SP with 6x300GB SAS 15K drives (4+1 RAID 5 + Hot spare)
Dual SP with 6x600GB SAS 15K drives (4+1 RAID 5 + Hot spare)
Dual SP with 6x1TB NL SAS 7.2K drives (4+2 RAID 6)
Dual SP with 6x2TB NL SAS 7.2K drives (4+2 RAID 6)
Beyond the base systems, optional add-on storage is available in the following disk packs:
Performance 5 pack of 300GB SAS 15K RPM 3.5” Drives (4+1 RAID 5)
Performance 6 pack of 300GB SAS 15K RPM 3.5” Drives (3+3 RAID 10)
Performance 5 pack of 600GB SAS 15K RPM 3.5” Drives (4+1 RAID 5)
Performance 6 pack of 600GB SAS 15K RPM 3.5” Drives (3+3 RAID 10)
Capacity 6 pack of 1TB NL SAS 7200 RPM 3.5” Drives (4+2 Raid 6) Note: RAID 6 does not require Hot spares
Capacity 6 pack of 2TB NL SAS 7200 RPM 3.5” Drives (4+2 Raid 6) Note: RAID 6 does not require Hot spares
All VNXe3300s, with or without a rack, will include one of the following disk packs:
Dual SP with 8x300GB SAS 15K drives (6+1 RAID 5 + Hot spare) with EMC Rack
Dual SP with 8x600GB SAS 15K drives (6+1 RAID 5 + Hot spare) with EMC Rack
Dual SP with 6x2TB NL SAS 7.2K drives (4+2 RAID 6) with EMC rack
Dual SP with 8x300GB SAS 15K drives (6+1 RAID 5 + Hot spare) without EMC Rack
Dual SP with 8x600GB SAS 15K drives (6+1 RAID 5 + Hot spare) without EMC Rack
Dual SP with 6x1TB NL SAS 7.2K drives (4+2 RAID 6) without EMC rack
Dual SP with 6x2TB NL SAS 7.2K drives (4+2 RAID 6) without EMC rack
Beyond the base systems, optional add-on storage is available in the following packs
Flash drive 5 pack of 100GB 3.5” EFD Drives (4 + 1 RAID 5)
Performance 6 pack of 300GB SAS 15K RPM 3.5” Drives (3+3 RAID 10)
Performance 7 pack of 600GB SAS 15K RPM 3.5” Drives (6+1 RAID 5)
Performance 6 pack of 600GB SAS 15K RPM 3.5” Drives (3+3 RAID 10)
Capacity 6 pack of 2TB NL SAS 7200 RPM 3.5” Drives (4+2 Raid 6) 
Capacity 6 pack of 2TB NL SAS 7200 RPM 3.5” Drives (4+2 Raid 6)

Note: The VNXe platforms do not allow customers to change RAID sets. 

Can 15K rpm performance SAS drives and 7.2K rpm near-line SAS drives be used in the same enclosure?
Yes, performance SAS drives and near-line SAS drives can be installed in the same system or expansion enclosure. However, they need to be installed as disk packs.
Can I order hot spares for NL_SAS on VNXe?
Hot spare models for NL-SAS are available, and configuration capability for NL SAS drives has been included in the Unisphere for VNXe Maintenance Release 1 (MR1) release. 
What are the different connectivity options for the VNXe series?
The VNXe series supports 1 Gigabit Ethernet, with two ports per storage processor (VNXe3100) or four ports per storage processor (VNXe3300) as standard. In addition, the VNXe3100 has one I/O expansion slot per storage processor to add additional 1 Gigabit Ethernet ports, and the VNXe3300 has one active I/O expansion slot per storage processor to add additional 1 Gigabit or 10 Gigabit Ethernet ports.
Does the VNXe Series provide simultaneous support for CIFS and NFS file access?
File shares can be created for both CIFS and NFS within the same storage pool. The VNXe does not currently support shared access to an individual file system from both CIFS and NFS – share access must be consistent with the creation type.
What are the file system, share capacities, and iSCSI LUN capacities of the VNXe series?
The table below gives you the details: 
	Capacities
	VNXe3100
(Dual/single storage processors)
	VNXe3300
(Dual storage processors)

	Number of file systems
	Up to 256/128
	Up to 1,024

	Number of CIFS shares
	Up to 300/150
	Up to 500

	Number of NFS exports
	Up to 300/150
	Up to 500

	Maximum file system size
	Up to 16 TB
	Up to 16 TB

	Total files/directories open
	Up to 200,000
	Up to 200,000

	Number of SnapSure checkpoints per NAS file system
	Up to 96
	Up to 96

	Number of files per directory
	Up to 500,000
	Up to 500,000

	iSCSI LUNs
	Up to 256/128
	Up to 512

	iSCSI volume size
	Up to 2 TB
	Up to 2 TB

	Snaps per iSCSI LUN
	Up to 1,000
	Up to 1,000


[bookmark: Warranty_and_Services]Can I replicate from a VNXe to a VNX?
Yes, CIFS,NFS and iSCSI replication is supported. If iSCSI replication is required, an RPQ must be submitted for the VNX to allow the use of iSCSI LUNs on the VNX platform. 
Can I replicate from a VNX or Celerra to a VNXe?
Yes, basic CIFS, NFS and iSCSI replication is supported. VDMs, FLR-C, Multi-protocol File Systems, NFSv4, FileMover and local quotas are not supported on VNXe. If iSCSI replication is required, an RPQ must be submitted for the VNX to allow the use of iSCSI LUNs on the VNX platform.  
What is an RPQ?
An RPQ is a request for product qualification and is required anytime an EMC product is intended to implement into a 'non-standard', unqualified or unsupported environment. 
Why is a RPQ required when replicating iSCSI from VNXe to VNX?
In order to converge iSCSI on the VNX platform, a plan was implemented to retire DART-iSCSI on the VNX platform. As part of this plan an RPQ is required to allow the use of DART-iSCSI LUNs on the VNX. The use of the DART-iSCSI LUNs is valid only for VNXe to VNX replication and the need for snaps greater than 8. 
Is CIFS and NFS replication managed using Unisphere?
CIFS and NFS is managed entirely through Unisphere 1.5 (VNXe) when the replication source and destination are VNXe. In the case where the replication target or source is a VNX, the storage and replicaiton requires configuration through both Unisphere 1.1 (VNX) and Unisphere 1.5 (VNXe) 
Is iSCSI replication managed using Unisphere?
iSCSI replication management is coordinated between Unisphere 1.5 (VNXe) and Replication Manager when the replication source and destination are VNXe. In the case where the replication target or source is a VNX, storage configuration for the VNX is done through the CLI. Unisphere 1.5 (VNXe) and replication manager are still required when replicating to a VNX. 
What replication topologies are supported with VNX and VNXe?
The table below give the details:
	Replication
	VNXe3100 
single SP
	VNXe3100
dual SP
	VNXe3300

	Maximum number of Replication Sessions
	16
	32
	64

	VNXe replicated to VNXe
	Supported
	Supported
	Supported

	VNXe replicated to VNX (a)
	Supported
	Supported
	Supported

	VNXe replicated to Celerra (DART 6.0+)
	Supported
	Supported
	Supported

	VNX replicated to VNXe (a,b)
	Supported
	Supported
	Supported

	Celerra (DART 6.0+) replicated to VNXe (b)
	Supported
	Supported
	Supported

	VNXe Recommended fan-out and fan-in support (c)
	5
	5
	5

	Notes:
Requires the Remote Protection Pack and the Application Protection Pack for all iSCSI LUN replications
(a) Requires an RPQ if the replication target is a VNX, CIFS and NFS do not require RPQ
(b) VDM, FLR-C, Multi-protocol Filesystems, NFSv4, FileMover and Local Quotas are not supported on the VNXe
(c) Will vary based on the bandwidth or system resources being used on the core VNXe. EMC recommends using a VNX at the core whenever possible


Can VNXe participate in a cascading replication topology (e.g. A ->B ->C) ?
VNXe is not supported in a cascading replication either as the source site (A), the intermediate site (B) or destination site (C). 
How does VNXe participate in a 1 to many replication topology?
VNXe supports one to many up to 5 remote sites, as long as separate file systems are being replicated. This is different from VNX which supports one to many up to four sites with one file system being copied and synchronized several times. Cascading replication can be deployed with VNX to scale the 1 to N to a maximum of 16. 
Why is Replication Manager necessary for replicating iSCSI LUNs?
VNXe is application focused and for that reason application consistency is required. Application consistency is when all related files and databases are in synch and represent the true status of the application. Without application consistency, application data can be corrupted in the event of a failure.
Warranty and Services
Which components are designated as customer replaceable units (CRUs)?
Note that there are different components that are designated as CRUs for VNX and VNXe:
VNXe: Disk drives, power supplies (disk array enclosure and disk processor enclosure), battery backup, I/O card, storage processors, AC/Fibre Channel cables, memory, link control cards (LCC), and solid state drives (SSD) are designated as CRUs. Customers with the Basic or Enhanced Support Option are responsible for replacing these components. 
VNX: Disk drives, DAE power supply, standby power supply, power/ cooling module, SFP-compliant transceiver, link control cards, and UltraFlex I/O Modules are designated as CRUs. Customers with the Enhanced Support Option are responsible for replacing these components.
How can end-users leverage remote monitoring and notification capabilities associated with EMC Secure Remote Support Gateway IP Client(ESRS2)?
End-users are encouraged to allow remote connectivity during the VNXe installation and set up process. This will enable ConnectEMC remote monitoring and notification capabilities. In addition, EMC to will use WebEx to dial-in to the customer’s system to remotely diagnose and resolve issues. If the VNXe is installed into an existing EMC storage environment with an ESRS Gateway IP Client, the VNXe can leverage the full functionality of ESRS. The customer may add the VNXe to the ESRS 2.08.xx.x or greater gateway by using the ESRS Gateway Configuration Tool (CT) and following the instructions.
For customers that have purchased the system warranty and maintenance from an EMC service enabled partner, the ConnectEMC tool can be set up to send an email notification to the partner. 
VNXe3100 customers must upgrade their warranty to the Enhanced Support Option in order to leverage remote monitoring and notification. 
What warranty is included with the VNX family? 
The VNXe3300 and VNX series (VNX5100, VNX5300, VNX5500, VNX5700, VNX7500) include a three-year hardware Enhanced Support Option. The VNXe3100 includes a three-year hardware Basic Support Option. Extended hardware and software prepaid maintenance is available for the fourth and fifth years.
All supporting software includes a 90-day media defect warranty.
Refer to the Support Options page on Powerlink for specific details on each Support Option.
Can customers uplift the warranty level on their hardware platform?
Yes, customers can upgrade their VNXe3300 or VNX series to Premium support, or their VNXe3100 to Enhanced or Premium support for a more comprehensive service level.
Is the VNX software support covered by the hardware warranty?
No, software support requires a software maintenance contract. This is required to obtain access to new versions and technical support.
Does the warranty and maintenance for the hardware and software, respectively, need to be at the same level?
Yes, if a customer uplifts the warranty for the hardware, the software maintenance must be at the same level. For example, customers with Premium hardware warranty uplift or maintenance must have Premium software maintenance. 
What do customers get with the software maintenance purchase?
Customers receive new releases of software and access to EMC technical support through eServices (online tools and capabilities for service requests) and telephone support for troubleshooting and technical assistance. 
Where can I find more information on warranty and maintenance?
See the latest “EMC Product Warranty and Maintenance Table” for more information.
[bookmark: TCESupport]If you have questions, contact the TCE Pre-Sales Support Center at 1-866-EMC-7777 (U.S. and Canada), 1-508-435-1000, ext. 54777 (international), or via the Web at http://tcepresalessupport.corp.emc.com.
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